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ABSTRACT 

Being able to make better personnel decisions is a problem that many organizations 

consider.  Actuarial methods have been shown to make more accurate decisions than 

human decision making.  This study examines the performance of two actuarial methods.  

(1) The decision tree method, a fast and frugal approach to decision making that has been 

shown to be equally as accurate as other actuarial models in making decisions. As well 

as, (2) logistic regression a decision aid that has been often used in selection assisting in 

making selection decisions.  Study one investigates the accuracy of each method using a 

simulated data set where performance is known.  Study two examined how these methods 

performed when predicting acceptance to a graduate school program.  Study one and two 

found that the decision tree method was equally as accurate as logistic regression in both 

scenarios. 
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CHAPTER ONE: 

INTRODUCTION 

Decisions are an everyday part of human life and have wide ranging 

consequences, both good and bad.  Finding ways to improve the decision-making process 

can be useful in procuring a more favorable outcome.  There are numerous different tools 

that can be used in aiding the decision-making process, such as taking advice (Hütter & 

Ache, 2016) quantitative aids (Diab, Pui, Yankelevich, & Highhouse, 2011; Highhouse, 

2008), decision aids (Diab et al., 2011; Highhouse, 2008) and heuristics. (Artinger, 

Petersen, Gigerenzer, & Weibler, 2015).  Each of these tools differs in how they improve 

the decision-making process.  For instance, quantitative aids use data to support decision 

making, decision aids provide information on available choices, and heuristics are mental 

shortcuts that reduce effort in decision making (Artinger et al., 2015; Dawes, 1979).  

Multiple regression, logistic regression, neural networking, and decision trees are some of 

the quantitative approaches that improve decision-making processes by increasing the 

accuracy of decisions (Coussement, Van den Bossche, & De Bock, 2014; Stauffer & Ree, 

1996).  Of these approaches, decision trees are gaining interest by researchers 

(Coussement et al., 2014; Liu et al., 2011; Sinha & May, 2004; Stewart, Tuerk, Metzger, 

Davidson, & Young, 2016).  

Purpose 

 The current study aims to compare the accuracy of decision trees to logistic 

regression in two personnel selection contexts.  First, a simulated environment will be 

created to mimic applicants to an organization.  For each applicant, there will be a 
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cognitive ability score, conscientiousness rating, and a structured interview score.  Job 

performance will be simulated as a function of the simulated scores.  Additionally, 

different selection ratios will be applied to the simulated data to mimic how organizations 

select applicants and to determine whether the selection ratio has an impact on the 

accuracy of each analytic approach.   

A second purpose of this study is to examine whether the decision strategies used 

by decision makers in a real selection context (graduate school admission decisions) 

reflect the strategies that the decision makers should be using.  For each graduate school 

applicant, the predictors of undergraduate grade point average (GPA) and graduate record 

examination (GRE) scores will be used. To measure performance, final graduate GPA 

will be used.  The performance data will be used to determine the accuracy of the 

decision tool in a real selection context.  Additionally, there will be information on the 

decision of whether the applicant was admitted to the program.  Whether an applicant 

was admitted will be matched to the prediction made by the regression analysis and the 

decision tree analysis to determine if what was done matches what the regression and 

decision tree models.  This is meant to determine which analysis more closely matches 

how individuals actually make decisions. 

Personnel Selection 

Personnel selection is one of the primary responsibilities of human resources 

management.  The Society for Human Resource Management (SHRM) and O*Net list 

selection as a primary duty for human resource managers and human resource 

professionals.  Selection is the process employers use to make decisions about choosing 

the best candidate to hire from a group of applicants (Farr & Tippins, 2010).  Currently, 
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there are several methods that are commonly used in organizations to make selection 

decisions.  For instance, intuition, heuristics, and regression have been used as selection 

techniques (Farr & Tippins, 2010; Miles & Sadler-Smith, 2011; Stauffer & Ree, 1996).  

Intuition refers to the automatic, associative, holistic nonverbal, and rapid process of 

decision making (Betsch, 2008).  Additionally, intuition is described as a gut reaction that 

is based upon experience and is commonly used by hiring managers (Highhouse, 2008; 

Miles & Sadler-Smith, 2011).  Conceptually similar to intuition is clinical judgment, 

which refers to an individual’s judgment of an applicant using his or her own experiences 

and knowledge to inform the decision (Miles & Sadler-Smith, 2011). Despite the 

frequency with which intuition and clinical judgments are used, they are less reliable and 

accurate than quantitative methods (Dawes, 1971).   

Dawes (1971) provided evidence that supports the notion that actuarial methods 

of selection, such as regression, outperform clinical judgments in nearly every situation.  

Additionally, Dawes (1979) found that improper linear models also outperform clinical 

judgments.  In other words, even when the decision weights for each predictor are 

obtained through a sub-optimal method, such as unit weighting (equally distributing 

weights across predictors), the model produces better judgments and decisions than 

clinical judgments.  Several reasons have been suggested for why clinical judgment is 

inferior to modeling techniques.  When clinical judgments are used, weights are often 

assigned to predictors based on the individual’s experiences, biases, and even moods 

(Dawes, 1979).  This means that clinical judgments are prone to error and inconsistency.  

Furthermore, people fail to consistently apply the same weights to each applicant every 

time.  For example, an individual might weigh the interview as the most important 



4 
 

4 
 

predictor for one applicant and a personality test as the top predictor for another applicant 

(Dawes, 1971).  This leads to increased error.  In contrast, statistical models apply the 

same weighting of the predictors for every candidate every time.  This consistent 

application of weights to each candidate is mathematically designed to minimize error 

(Dawes, 1971).  Thus, research evidence demonstrates that actuarial (quantitative) 

methods of decision making represent a far more reliable and accurate method for 

selection than simply using clinical judgments or intuition. 

Despite the clear evidence for the superiority of actuarial methods, intuition and 

clinical judgments remain as a common method in many organizations (Miles & Sadler-

Smith, 2011).  One possible reason for this could be the common notion that a manager 

may think, “I will know it when I see it” (Highhouse, 2008).  In other words, managers 

will rely on experience and their gut to make selection decisions.  Another possible 

reason for the prevalence of clinical judgment and intuition is that actuarial methods have 

been said to dehumanize applicants (Dawes, 1979).  This insinuates that applicants are 

merely viewed as numbers rather than individuals.  Dawes (1979) argues that this 

statement is misguided.  Rather, the argument for whether numbers are dehumanizing 

comes down to fairness.  For example, selection predictors for graduate school such as 

GPA and GRE are meant to predict student performance.  GPA is a collection of behavior 

representing approximately four (sometimes more) years of an applicant’s life.  This 

numerical value tells a story of the applicant’s behavior better than any interview (Dawes, 

1979).  Additionally, Dawes (1979) argues that it is unethical to think that an individual’s 

judgment can be fairer than a test that has been shown to be both reliable and valid.  
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Although intuition represents an issue in selection, actuarial methods provide a viable 

solution. 

Two examples of actuarial methods superior to intuition in selection are logistic 

regression and regression (Raju, Pappas, & Williams, 1989; Stauffer & Ree, 1996).  Both 

methods can aid in the decision-making process of organizations.  These methods differ 

in that linear regression predicts a continuous outcome, such as job performance, and 

logistic regression predicts categorical outcomes, such as hire or do not hire.  These 

methods operate through the use of models that utilize weighing different predictors 

accurately and consistently across applicants.  These quantitative methods are resistant to 

extraneous factors that influence the predictors such as bias, therefore reducing error in 

decision-making.  However, not all predictors are equal, and some represent more 

reliable and valid options when predicting performance (Barrick, Mount, & Judge, 2001; 

Schmidt & Hunter, 1998; Schmidt & Hunter, 2004). 

Predictors in Personnel Selection Predictors of performance are essential in 

selection regardless of the method used.  Predictors are used to identify applicants who 

will perform best within the organization (Dawes, 1979).  Schmidt and Hunter (2004) 

presented evidence that general mental ability (GMA) is the strongest predictor of 

performance on the job.  GMA (i.e., cognitive ability or intelligence) is the aptitude to 

solve problems, learn quickly, and think abstractly (Gottfredson, 1998).  The ability to 

solve problems and learn quickly are two integral skills in most occupations.  As such, 

GMA is the most highly correlated predictor of performance on the job.  Additionally, 

GMA is applicable across a variety of different positions and industries (Schmidt & 

Hunter, 2004).  For instance, GRE scores are used as a measure of GMA (Littlepage, 
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Bragg, & Rust, 1978) to predict performance in graduate school and make admission 

decisions (Kuncel, Ones, & Hezlett, 2001).  

In addition to cognitive ability, specific personality characteristics have been 

shown to predict job performance for a wide variety of occupations.  For instance, 

Barrick et. al (2001) examined the relationships between the big five personality traits 

(openness, conscientiousness, extraversion, agreeableness, and emotional stability) and 

job performance.  The authors found that among all big five-personality traits, 

conscientiousness had the highest operational validity when predicting job performance 

(ρ=.31).  Other personality traits also presented operational validity in predicting 

performance, but none predicted job performance as well as conscientiousness (.07 for 

openness to experience, .13 for extraversion, .13 for agreeableness, and .13 for emotional 

stability).  Similarly, Barrick and Zimmerman (2009) examined the use of bio data, 

personality traits and attitudinal scales as predictors of performance.  The authors found 

that conscientiousness and emotional stability (the opposite of neuroticism) were among 

the best predictors of performance and that the remaining big five personality traits added 

little incremental validity.   

Conscientiousness is also used to predict performance in graduate admissions.  

Undergraduate GPA is often used as a partial predictor of conscientiousness.  This is 

because it represents a students work ethic over the course of the individual’s 

undergraduate study (Cheng & Ickes, 2009).   Overall those who had a higher GPA in 

college displayed greater levels of conscientiousness or self-motivation (Cheng & Ickes, 

2009). GPA is often standardized on a four-point scale making it easy to compare 

between students.  Additionally, GPA is a universal measure of performance in 
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undergraduate studies making it easy to collect for selection use. GRE is also a 

standardized measure where all who take the exam are scored on the same scale. This 

allows graduate admissions to easily measure both conscientiousness through GPA and 

GMA through the GRE (Kuncel et al., 2001).   

The work sample is another strong predictor of performance in organizations 

(Schmidt & Hunter, 1998).  Work sample tests are assessments modeled after actual work 

performed on the position.  For work sample tests to be reliable and valid, it is necessary 

to assess tasks that are essential to the main function of the position (Bobko, Roth, & 

Buster, 2005).  For a work sample test to be used, the applicant must already know how 

to do the job or have been trained in the occupation (Schmidt & Hunter, 1998).  An 

example of a work sample test is having a mechanic work on an engine or having an 

applicant respond to different emails.  Schmidt and Hunter (1998) conclude that the work 

sample test has a predictive validity of .54, slightly higher than the predictive validity of 

GMA.   

The job interview is one of the most widely used selection tools, second only to 

the application blank.  Interestingly, the validity of the interview depends largely on the 

structure of the interview (Hough & Oswald, 2000).  Unstructured interviews have less 

predictive validity (ρ=.38) than structured interviews (ρ=.51) (Schmidt & Hunter, 1998).  

This is in part because structured interviews are standardized, meaning that each 

applicant is asked the same questions.  This allows employers to more consistently 

measure desired constructs such as conscientiousness (Schmidt & Rader 1999; van der 

Zee, Bakker, & Bakker, 2002).  Additionally, because structured interviews are 

standardized, the interview can be scored consistently across applicants (van der Zee et 
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al., 2002).  Unstructured interviews can either follow a loose outline with room to ask 

additional questions or can follow no format and change from applicant to applicant.  

This can be ineffective in measuring desired constructs across different applicants.  Part 

of the reason for the ineffectiveness of unstructured interviews is the lack of consistency 

in the questions asked. This inconsistency leads to difficulty in scoring, measuring 

appropriate constructs, and comparing applicants (Schmidt et al., 1999).  Constructs 

commonly measured by the interview are GMA, work motivation, and interpersonal 

skills (Huffcutt & Arthur, 1994).  The structured interview is developed around essential 

functions of the position.  Once these functions are identified, questions are formed to 

assess whether the applicant has experience in the tasks required by the position (Schmidt 

et al., 1999).   

Several meta-analyses have been conducted examining the relationships between 

various predictors and job performance.  Across these meta-analyses, the findings clearly 

indicate that GMA, conscientiousness, work samples, and structured interviews are the 

best predictors of performance (Barrick et al., 2001; Barrick & Zimmerman, 2009; 

Schmidt & Hunter, 1998; Schmidt & Hunter, 2004).  Furthermore, the validity of these 

predictors generalizes to a variety of different positions and industries. 

Selection Techniques 

A common selection technique is the multiple hurdle approach.  This process has 

several stages of assessing applicants on different predictors.  For example, the first stage 

may be a cognitive ability test.  For applicants to move on to the next stage they must 

score above a set cutoff score, if the cutoff score is met then the applicant would move to 

another stage such as an interview.  Applicants who do not reach the cutoff score are 
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dropped from the application process.  The number of stages or hurdles depends on the 

organization but the goal remains the same: identifying the top candidates.  For these 

candidates, there will be overall scores based on the predictors associated with the 

different stages (Finch, Edwards, & Wallace, 2009).  Next, the organization can choose 

the highest overall score of the candidates or use discretion and choose the applicant they 

think best fits the organization.  This approach is mostly objective with some room for 

judgment at the final selection. 

As mentioned previously, logistic regression and linear regression are two 

common quantitative methods used in personnel selection.  Logistic regression and 

regression operate similarly, the difference being that the outcome of logistic regression 

is a dichotomous outcome, such as the choice to hire or not hire an applicant (James, 

Witten, Hastie, & Tibishirani, 2013).  Linear regression analysis uses continuous criteria.  

In selection, linear regression is meant to predict future performance.  From the predicted 

performance, an organization can decide on a cutoff score for predicted performance that 

must be reached to hire applicants.  This means that the applicant must score high enough 

on the predicted outcome to be hired, and those under the cutoff score will not be hired.  

As mentioned above, logistic regression is used to produce a dichotomous outcome 

(Stauffer & Ree, 1996).  The logistic regression will be based upon the predictors that 

were chosen by the organization through job analysis, a process in which the key 

responsibilities, knowledge, skills, and abilities needed to perform the job are identified.  

Then according to the scores that the applicant provides, the logistic regression will 

predict an outcome of either “hire” or “don’t hire.”  These methods have been shown to 

be more effective in selection of applicants to graduate school than clinical methods 
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(Dawes, 1971).  Additionally, Staufer and Ree (1996) provide evidence that regression 

and logistic regression perform identically in the selection of individuals into pilot 

school.     

Logistic regression and regression perform similarly as techniques for selection.  

Another common selection process is having applicants go through multiple hurdles.  

This necessitates that an applicant passes one test in order to be considered for the next.  

This is different from regression techniques in that these methods combine scores across 

all selection tests.  This is considered a compensatory method whereas multiple hurdles is 

not a compensatory method (Farr & Tippins, 2010).  Both methods operate similarly, 

transforming predictor scores into either predicted performance in the case of regression 

or “hire”/ “do not hire” in logistic regression.  Both can be robust to error in data and 

changes in selection rate (Stauffer & Ree, 1996).  However, there are several weaknesses 

of regression and logistic regression.  First, these techniques can be difficult to explain 

because the weights for the predictors may seem random and have little meaning to 

someone without a statistical background.  Additionally, neither regression technique 

allows for the use of qualitative predictors (predictors must be quantitative).  An 

alternative actuarial method that compensates for some of these weaknesses is the 

decision tree.  

Decision Trees 

 Decision trees are considered a fast and frugal approach to decision making (Raab 

& Gigerenzer, 2015), meaning that they are quick to use with few steps involved in 

interpretation.  The basic structure of a decision tree begins with the root node.  This is 

the best predictor of an outcome.  For example, GMA as a predictor of job performance 
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in personnel selection.  All applicants enter the decision tree model through the root node.  

From the root node, the tree splits into at least two or more child nodes.  The splits in a 

decision tree are made from the classification error rate.  The classification error rate is 

“The fraction of the training observation in that region that do not belong to the most 

common class”(James et al., 2013).  This is a measure of purity for the node.  This means 

that the purest node would be when all observations fit into a class.  The least pure is if 

half of the cases fit and half do not.  This ratio is what determines the splits in the 

decision tree.       

Equation 1 for creating decision tree. 

E = 1 −max⁡(P̂mk) 

The decision maker follows along the proceeding nodes based upon the 

applicant’s value for the preceding independent variable (cognitive ability).  The tree 

makes splits to subsequent nodes based on which predictor can best separate applicants 

into who should be hired and who should not be hired.  For example, the node could split 

based into those who score above 50% on a GMA test and those who score 50% or below 

on a GMA test. The decision tree then branches to the next best predictors of job 

performance based upon the applicant’s cognitive ability score.  There can be one branch 

from cognitive ability or many, with the different branches representing different 

predictors of job performance.  For example, for those with high cognitive ability, the 

next best predictor of job performance may be conscientiousness.  For those with lower 

scores on cognitive ability, work experience may be the next predictor.  Therefore, 

cognitive ability has two branches that lead to two different predictors (nodes) work 

experience and conscientiousness.  The decision tree continues to branch from the 
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previous predictors to the next best predictors.  How one follows the decision tree is 

dependent upon where the applicant scores on the previous predictor (high cognitive 

ability to conscientiousness).  This will continue until a terminal node is reached 

indicating that the decision should either be hire or do not hire.  These final nodes are 

called terminal nodes. Figure 1 displays an example tree with the identifying 

characteristics labeled.  Figure 2 displays a decision tree using a personnel selection 

example. 

 

Figure 1. Decision tree with sections labeled. 

Root 
Node

Child 
node

Internal
Node

Internal
Node

Terminal 
Node

Terminal 
Node

Terminal 
Node

Terminal 
Node

Terminal 
Node

Child 
Node

Terminal 
Node

Terminal 
Node



13 
 

13 
 

 

Figure 2. Example decision tree for personnel selection. 

Decision trees can be applied to numerous types of decisions.  Various industries 

use decision trees for making decisions.  For instance, decision trees have been used in 

identifying illnesses in medicine (Liu et al., 2011; Nakayama et al., 2012; Raab & 

Gigerenzer, 2015), determining financial risk in the finance industry (Sinha & May, 

2004), and more quickly and accurately diagnosing post-traumatic stress disorder (PTSD) 

(Stewart et al., 2016).  Additionally, decision trees have emerged as a useful tool for 

businesses.  Coussement, Van den Bossche, and De Bock (2014) compared decision trees 

to logistic regression and the recency, frequency, and monetary value analysis (RFM) 

commonly used in marketing.  They found that decision trees were the most accurate 

method in categorizing customers into groups based on their purchasing behavior.  

Additionally, they found that decision trees were more robust against errors (missing data 

that was then randomly replaced) in the data.  Research spanning multiple industries 

clearly demonstrates that decision trees can be a useful tool in aiding decision-making.  
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 The success of decision trees in other fields suggests that the method can be 

applied successfully in other decision-making situations.  The increased use and research 

interest in decision trees is in part due to several advantages of decision trees over other 

quantitative methods.  First, decision trees are more easily understood by users of the 

trees (James et al., 2013).  Other quantitative methods, such as regression, require some 

statistical knowledge to interpret, while one only needs to be able to follow a diagram to 

use decision trees (James et al., 2013; Stewart et al., 2016).  This contrast in ease of use 

and interpretation is in large part due to the visual representation of the decision process 

that the tree provides.  Second, decision trees can predict both qualitative and quantitative 

responses and more easily incorporate qualitative variables as predictors (James et al., 

2013).  For instance, a score on a cognitive ability test (quantitative) or what school an 

applicant graduated from (qualitative) can both be used as predictors in a decision tree.  

In contrast, regression only predicts quantitative outcomes and requires extra steps in 

order to properly handle qualitative variables, such as creating dummy variables.  In 

some cases, regression uses qualitative variables, but they must first be assigned a 

numerical value.  Decision trees do not have these quantitative restrictions.  Third, 

decision trees better mirror actual human decision making than other methods (Artinger 

et al., 2015).  Decision trees are based upon contingencies set in place by the nodes of the 

tree.  Subsequently moving from node to node based upon how the situation at hand 

meets the criteria of the various predictor nodes.  This method is like a searching rule in 

human decision-making in which one identifies factors that must be satisfied to select a 

decision (Artinger et al., 2015).  After it has been determined whether the situation meets 

the series of predictors, the decision tree ends in terminal nodes that identify a decision.  
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This is similar to a stopping rule in human decision making.  A stopping rule is when an 

individual has reached a conclusion based on identified factors, thus making a decision 

(Artinger et al., 2015).  Because decision trees offer advantages in terms of 

interpretability and ease of use without sacrificing accuracy, decision trees may be a 

promising tool for more accurate decision-making in other applied contexts, such as 

human resource management and personnel selection. 

Hypothesis 1:  Decision tree analysis will be as accurate as logistic regression in 

predicting performance outcomes in the simulated environment. Accuracy of decision 

trees will not be significantly different from that of regression. 

Hypothesis 2: Decision tree analysis will be as accurate as logistic regression in 

predicting acceptance into a graduate school program. Accuracy of decision trees will not 

be significantly different from that of regression 

Selection Ratio 

Predictor based selection occurs when weights are assigned to variables that are 

meant to predict the success of an applicant on the job based on some criterion, usually 

job performance (De Corte, 1999).  The success ratio or hit rate is a ratio of the number 

of applicants hired that meet an organizationally set cutoff score for performance (i.e., 

good performers) to the total number of applicants who were hired (De Corte, 1999).  

The selection ratio an organization sets can have an impact on the hit rate of the selection 

process.  The selection ratio is a ratio of the number of applicants hired to the total 

number of applicants (De Corte, 1999).  

There are three commonly used selection ratios: fixed quota, threshold selection, 

and mixed quota/threshold decision (De Corte, 1999, 2002).  Fixed quota refers to having 
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a set number of positions available and only selecting that number from the available 

applicants.  Threshold selection requires that anyone who scores above a cut score on the 

selected predictor variables will be hired into the organization.  This could potentially 

mean that all applicants are selected or that none of the applicants are selected.  Lastly, 

mixed quota/threshold decision means that there is a set number of positions available 

and that applicants are only selected for the available positions if the applicant meets a 

predetermined cut off score (De Corte, 1999, 2002).  Depending on the selection ratio 

method chosen, the hit ratio can be overstated.  This is due to the formula for success 

ratio not accounting for various selection ratios (De Corte, 1999, 2002).  Based upon the 

material presented above the following hypothesis is presented. 

Hypothesis 3: More stringent selection ratios will reduce the ability to accurately 

identify the top performing applicants for all methods.   

Hypothesis 4: Selection ratios will interact with decision technique such that 

decision trees will be more robust to changes in selection ratio than logistic regression.   
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CHAPTER TWO: 

STUDY ONE 

Method 

The purpose of the first study was to compare the prediction accuracy of logistic 

regression and the decision tree method using cross validation techniques in a simulated 

dataset.  First, a simulated population was created containing 500,000 job applicants with 

predictor scores for: conscientiousness, GMA, and structured interview.  Job performance 

was used as an outcome variable.  Job performance scores were generated based on 

Equation 1 displayed below.  Three predictors (GMA, conscientiousness, and structured 

interview scores) were included in Equation 1 to predict job performance scores.  

Performance scores will be normally distributed.  According to (Barrick et al., 2001; 

Schmidt & Hunter, 1998), these predictors were frequently observed in previous studies 

as significant and valid predictors of job performance. Regression coefficients of the 

predictors in Equation 1 were extracted from previous empirical studies (Cortina, 

Goldstein, Payne, Davison, & Gilliland, 2000).  Scores of the three predictors were 

generated from the standard normal distribution which means that the population had a 

mean of 0 and standard deviation of 1. Data were generated using R (Therneau, Atkinson, 

Ripley, & Ripley, 2015).  See Appendix A for the R code used to set up the simulated 

population.  

𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒̂̂ =𝛽0+ .43∗𝐺𝑀𝐴+ .24 ∗𝐶𝑜𝑛𝑠𝑖𝑒𝑛𝑡𝑖𝑜𝑢𝑠𝑛𝑒𝑠𝑠+ .58 ∗ 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒𝑑𝑖𝑛𝑡𝑒𝑣𝑖𝑒𝑤+

𝐸𝑟𝑟𝑜𝑟  (1) 

A sample size of 250 applicants will be taken from the simulated population.  

This sample size was chosen because it represents the average number of applicants to 
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corporate positions (Joyce, 2016).  The first sample of 250 is used to create both a 

decision tree model and logistic regression model.  The models that result from this first 

sample can then be applied to other samples to assess classification accuracy.  This 

process is known as training and allows for models to be created on one data set then 

tested on other samples of data.  Next, the selection ratio will be manipulated to 

determine the number of applicants that will be selected from the testing sample.  The 

first selection ratio, fixed quota will have a .10 selection ratio meaning that the top ten 

percent of the applicants with the highest predicted job performance will be selected.  

Next, fixed threshold will set a cutoff score for performance of .69 (third quartile of the 

population) and any applicants above the predicted performance score are hired.  Lastly, 

quota/threshold where of those above .69 only those in the top 10 percent of applicants 

are selected.  These selection ratios are similar to what would be used in an organization 

(De Corte, 1999, 2002).  See Appendix B for the R code for selection ratios.  This creates 

three separate conditions.  In each condition, both logistic regression and decision tree 

models created from the training data are applied to samples under the different selection 

ratio conditions.  The decision tree method and logistic regression will then classify 

applicants as either 1 (hire) or 0 (do not hire).  This allows comparison of the 

classification accuracy between the two approaches. Appendix C displays the R code 

used for the decision tree, and Appendix D displays the R code used for the logistic 

regression. 

Results 

 This study sought to evaluate the classification accuracy of the decision tree 

method and logistic regression in correctly identifying applicant’s performance across 



19 
 

19 
 

various selection ratios.  This was performed repeatedly through a loop created in R (see 

Appendices C and D).  One hundred random samples of 250 applicants were drawn from 

the simulated population with replacement.  For each sample, a cutoff score was applied 

based on the selection ratio (See Appendix B for the R code for cutoff scores).  The 

cutoff was used to categorize applicants as either “hire” or “do not hire” based on the 

simulated performance of that applicant.  In order to apply the decision tree method and 

logistic regression, equations were created using a training sample from the population.  

This training sample was used to create the statistical models to be tested.  The developed 

models were then applied to the 100 different samples.  For each sample, the 

classification accuracies were averaged to create an overall classification across each 

condition. A 2 (decision tree vs. logistic regression) x 3 (ratio, threshold, mixed model) 

repeated measures ANOVA was conducted to determine whether the decision tree 

method and the logistic regression method significantly differed on ability to accurately 

classify applicants across the different selection ratios.  A familywise alpha of .05 was 

used for analyses.  Method used (decision tree and logistic regression) and selection ratio 

(fixed quota, threshold, and mixed) were used to predict classification accuracy (hire, do 

not hire).   

The mean classification accuracy of each condition across the 100 trials was used 

for analysis (see Table1).  Hypothesis 1 stated that the decision tree method will not be 

significantly different than logistic regression in accurately predicting performance of 

applicants. The average overall classification accuracy for the decision tree method (M = 

74%, SD = 0.02) was slightly lower than the average overall classification accuracy for 

the logistic regression method (M = 76%, SD = 0.03).  See Figure 3 for the decision tree.  
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In this tree, the root node is the interview score, if the score is above 0.068 then the user 

would move to GMA scores.  If above 0.41 for GMA the user would move to look at the 

interview score again, if below then the user would examine the applicants 

conscientiousness score.  This would continue until the end of the tree which would 

indicate “hire” or “do not hire”.  However, there was not a significant main effect of 

analytic method (F(1, 5) = 2.95, p = .23, 𝜂2 = .05), meaning that although there was a 

slight difference, it was not enough to state that one method outperformed the other (See 

Figure 3 for the decision tree that resulted).  Therefore, hypothesis 1 was supported (see 

Table 2).  

Table 1: Means for Classification Percent Accuracy Based on Method and Selection 

Ratio 

 Fixed 

Quota 

SD Threshold SD Mixed SD Average 

Decision 

Tree 

82% 0.02 73% 0.02 66% 0.03 74% 

Logistic 

Regression 

84% 0.02 77% 0.03 66% 0.03 76% 

Average 83%  75%  66%   

 

Table 2: Pairwise Comparison Between Selection Ratios 

 Fixed Quota Threshold Mixed 

Fixed Quota - .02 .005 

Threshold .02 -  

Mixed .005  - 

*p Values significant at .05. 

Hypothesis 3 stated that more stringent selection ratios will reduce the ability to 

accurately identify the top performing applicants. There was a significant main effect of 

selection ratio on classification accuracy (F(1, 5) = 179.10, p < .01, partial 𝜂2 = .18).  

Pairwise comparisons revealed that the average overall classification for fixed quota 
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selection ratio (M = 0.83, SD = 0.03) had significantly higher classification accuracy than 

the threshold selection ratio (M = 0.75, SD = 0.03, t(185) = 29.30, p >.01) and the mixed 

model selection ratio (M = 0.66, SD = 0.09, t(185) = 57.54, p > .01).  Furthermore, the 

threshold selection ratio had significantly higher classification accuracy than the mixed 

model, t(197) = 26.11, p <.01.  This indicates that selection ratio method is a significant 

predictor of classification accuracy and that more selective types of selection ratios 

(among these three ratios) diminish overall accuracy.  Therefore, hypothesis 3 was 

supported.  

Hypothesis 4 states that selection ratio will interact with decision technique such 

that decision trees will be more robust to changes in selection ratio than logistic 

regression. This hypothesis was tested using a 2x3 repeated measures ANOVA with 

classification accuracy as the dependent variable (see Table 3).  Table 1 displays the 

means and standard deviations for each of the conditions.  There was not a significant 

interaction between decision technique and selection ratio method on classification 

accuracy, (F(2, 4) = 0.11, p = .77, 𝜂2 = < .01).  This indicates that changes in selection 

ratio have little to no impact on the overall accuracy of either the decision tree method or 

logistic regression.  Hypothesis 4 was not supported by the data. 

Table 3: ANOVA for Study One 

Source df F p 𝜼2 

Selection 5 179.10 .01 .18 

Method 5 2.95 .22 .05 

Selection*Method 4 0.11 .77 <.01 
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Figure 3. Example Decision tree from study one. “0” represents do not hire where as “1” 

represents hire. 
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Discussion 

 The first part of the analysis was meant to determine whether the decision tree 

method was significantly different from the logistic regression method.  The analysis 

indicated that there were no significant differences between the methods.  This supports 

the initial hypothesis that both methods are equally accurate in classifying applicant’s 

performance.  These findings suggest that the decision tree method may be used in place 

of logistic regression.  This has several benefits for organizations, the most important of 

which is interpretability.  Decision trees can be much easier for hiring managers to use 

and understand due to the visual representation of the decision tree (James et. al, 2013).  

The ease of use creates the potential for a more helpful selection tool for hiring managers 

who lack a statistical background.  If the decision tree method is favored by managers 

above methods like regression and logistic regression, this would be important for 

organizations because it would move decision makers away from using clinical 

judgements when making hiring decisions and toward using an actuarial method.  

 This study also applied different selection ratios to the data in order to mimic 

different organizational settings.  For example, in a hospital there are many different 

nurse positions, while there may be far fewer accountants.  Additionally, different 

positions may require separate cutoff scores; some positions may choose more strict 

thresholds while others much more lenient.  Selection ratio depends on both the 

organization and the position.  It was hypothesized that more selective types of selection 

ratios would decrease the classification accuracy of both logistic regression and the 

decision tree model.  The pairwise comparisons for the main effect of selection ratio 

showed that classification accuracy was greater under the quota (top ten percent) and 
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threshold selection ratios (applicants above .69) than under the mixed model (a 

combination of the other two selection ratios).  This supports the hypothesis because the 

mixed model had the most selective selection ratio.  This means that the more lenient 

type of selection ratio of the three produced the most accurate prediction for both models.  

However, this does not mean that lowering the selection ratio will result in better 

candidates.  Although the least selective of the selection ratios in this study produced the 

best accuracy, continually lowering selection ratio does not increase performance.  Too 

selective of a selection ratio type will result in missing potential good employees, while 

selection ratios that are less restrictive will result in some poor performing employees 

being hired.  This means that it is important to find a selection ratio that maximizes 

accuracy while not being too selective or lenient to result in poor hires.  In conclusion, in 

this study the most lenient selection ratio produced the most accurate results from each 

model.  However, in practice lowering the selection ratio or changing selection ratio type 

to one that is less selective does not translate to better hiring but instead increases the 

amount of poor performers that will be considered for employment. 

This study has several limitations. The data used was simulated, and although this 

gives an idea of how these models perform under similar conditions, the data lacks the 

fidelity that real applicant data provides. For example, a limitation of the dataset is a lack 

of error.  This deficiency makes it difficult to estimate how these models would function 

given errors in the data, such as missing data and incorrect values (negative numbers 

when there should only be positive).  This limitation will be addressed in study two in 

which real applicant data from a master’s in industrial/organizational psychology 

graduate program is used to compare the decision tree and logistic regression techniques.    
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CHAPTER THREE: 

STUDY TWO 

In study one, cross validation techniques were applied to simulated data to 

compare the decision tree method to logistic regression. This allows for the identification 

of what decision makers should do when making decisions. In study two, cross validation 

techniques will be used on archival data from Middle Tennessee State University’s 

Industrial Organizational Psychology master’s program in order to compare the results of 

the simulation with real applicant selection data.  This will also allow for a comparison of 

the decision makers’ selection strategies to those made based on actuarial methods.  This 

study tested hypothesis two by comparing the actuarial methods in classifying applicant 

acceptance into a graduate school program. 

Method 

 The data consisted of 435 applicants from the years of 2011 to 2016 (accepted and 

not accepted applicants included).  Applicants who had missing data from GRE, GPA, or 

a decision made by faculty, were deleted from the analysis.  This resulted in 300 total 

applicants.  Any GRE scores that were recorded using past formats were converted to the 

current scoring measures using the GRE score concordance tables (ETS, 2017).  When 

applicants apply to the program, undergraduate grade point average (GPA), the Graduate 

Record Exam (GRE) verbal scores, GRE quantitative scores, and GRE written scores are 

required material.  These were used as predictors of acceptance.  These predictors are 

similar to the predictors used in study one with GPA being comparable to 

conscientiousness and GRE being a measure of intelligence (Cheng & Ickes, 2009; 
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Kuncel et al., 2001).  Whether or not the applicant was selected to the program was used 

as the outcome variable.   

Training the Data: The data was randomly split into thirds using code in R that 

sampled from the 300 applicants (See Appendix B).  One third of the data was used for 

training data.  Similar to study one both a decision tree model and a logistic regression 

model were created based on the training data.  The remaining two thirds was used to test 

the logistic regression model and the decision tree model.  This was done using a loop in 

R that sampled 100 applicants from the remaining 200.  This loop created 1,000 different 

samples resulting in 1,000 different classification accuracies for the decision tree and the 

logistic regression.  The models predicted selection into the program classifying 

applicants as either 1 (admit) or 0 (do not admit).  This was then compared to the decision 

that was actually made for each applicant.  This allowed for comparison between which 

actuarial method most accurately represents the admissions decisions made.    

Results 

 Table 3 displays the variables used and their descriptive statistics for the study. 

Hypothesis 2 states that decision tree analysis will be as accurate as logistic regression in 

predicting acceptance into a graduate school program. Accuracy of decision trees will not 

be significantly different from that of regression.  This in part will validate the results in 

study one.  Hypothesis 2 was tested using a two-sample independent t-test. The decision 

tree classification accuracy was (M = 53%, SD = 0.05).  See Figure 4 for the 

classification tree.  In the classification tree created, root node is GPA.  If GPA is less 

than 3.325 then the tree advises not to select.  If it is greater than 3.325 then the user 

would proceed to the next branch which is GRE written.  If the written score is greater 
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than 3.29 the user would proceed to the next branch until a decision of either admit or do 

not admit is reached.  The logistic regression classification accuracy was (M = 52%, SD = 

0.05). This means that the decision tree method was able to accurately classify applicant 

admission based on human judges decision making 53% of the time will logistic 

regression was able to accurately identify applicants 52% of the time.  The two-sample 

proportion test was not significant (t(1998) = 0.56, p = .57). Hypothesis two was 

supported. 

Table 4: Descriptive Statistics for Predictors in Study Two 

 N Mean SD 

GRE Verbal 300 152.51 5.71 

GRE Quantitative 300 149.93 5.75 

GRE Written 300 3.88 0.61 

Undergraduate 

GPA 

300 3.49 0.33 
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Figure 4. Decision tree from study two. “0” is do not admit and “1” is admit
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Discussion 

 Study two sought to examine how different actuarial methods most accurately 

modeled human decision making in admission to graduate school.  I found that both 

decision trees and logistic regression performed similarly in modeling human decision 

making.  Both methods accurately predicted human decision making at a rate of 53% for 

decision tree method and 52% for the logistic regression method.  This shows that there is 

a small albeit non-significant difference between the decisions made by actuarial methods 

in predicting what human decision makers did.  Part of the reason for the relatively low 

accuracies of both of these models could be contributed to the fact that the models were 

created to predict human decision making.  Human decision making is complex and takes 

into account many other variables than are represented here which likely led to the low 

accuracy for both methods.  James et. al. (2013) stated that decision tree models can 

better encapsulate human decision making than other actuarial methods.  In this study, 

that did not hold true. Although, the decision tree method did not produce more similar 

results to human decision makers, the interpretation of the decision tree method is more 

similar to human decision making (Artinger et al., 2015) which could lead to greater use 

by decision makers.    

Study two examined the classification accuracy of the decision tree method and 

logistic regression method. The findings from this study also help support the results of 

study one.  In study one, I found that the decision tree method was not significantly 

different from logistic regression in ability to accurately predict performance.  A 

weakness of the first study is that the data was simulated. This study used real data and 

came to the same conclusion.  This provides initial evidence that decision trees can be 



30 
 

 

used to make selection decisions as accurately as other actuarial methods. As mentioned 

in study one, the implication of this is that because decision trees are quick and easy to 

interpret more managers may be willing to use this method, which will in turn result in 

better decisions.  

There are several limitations to this study.  First, in order to be able to show the 

difference between human decision making and each actuarial method, performance data 

would be needed.  Although this could have been gathered for some applicants, it could 

not be for those who either did not attend the program or dropped out of the process.  

This is a problem that many organizations face when attempting to validate their 

selection measures.  It is difficult to be able to state that selection measures truly 

differentiate between applicants.  For this reason, both models predicted what decision 

was actually made by decision makers.  This does not allow for the study to determine 

whether the actuarial methods better predict performance.  However, an abundance of 

research supports the notion that actuarial methods do predict performance better than 

clinical judgments (Dawes, 1971, 1979).  Another limitation of this study is due to the 

small sample size.  Missing data limited the number of different applicants that were used 

for analysis.  Actuarial methods perform better when they have more data points 

available to them (Bartlett, Kotrlik, & Higgins, 2001).  Part of the reason that the models 

accurately predicted less than half of applicants could be due to a relatively small sample 

size used to train the models, although, this limitation is not uncommon in most 

organizations (Bartlett et al., 2001).  
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CHAPTER FOUR: 

GENERAL DISCUSSION 

These studies provide initial evidence that the decision tree method can be used 

effectively in selection scenarios within human resources.  In study one, it was found that 

the decision tree method and logistic regression performed equally well in classifying 

applicant performance.  Findings from other fields have shown that the decision tree 

method is as accurate as other actuarial methods, and the findings from this study support 

that conclusion (Coussement et al., 2014; Liu et al., 2011; Stewart et al., 2016).  

Additionally, selection ratio type had a significant impact on the accuracy of the decision 

tree and logistic regression such that less restrictive selection ratios increased accuracy of 

both methods.  Although both models performed better under less restrictive selection 

ratio types, this does not mean that better applicants will be selected.  A final finding of 

study one was that decision trees were not more (or less) robust to change in selection 

ratios than logistic regression.  Previous research demonstrated that decision trees were 

more robust to changes in data, however, these results were not reproduced in this study 

(Coussement et al., 2014).  Both methods performed equally across changes.  Finally, 

study two found that the decision tree technique and logistic regression were equally as 

accurate in predicting acceptance to graduate school.  This in conjunction with the results 

of study one demonstrates that the decision tree method could be used as an equally 

accurate replacement to other actuarial methods.   

Implications 

Other industries have already begun to take use of the decision tree method due to 

how quickly it can be used and how easy it is to interpret.  For instance, the decision tree 
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method has been used to reduce the time of diagnosis and to more easily make decisions 

(Artinger et al., 2015; Stewart et al., 2016). These studies show that there is utility in 

using decision trees provided that they are as accurate as other actuarial methods.  Study 

one and two demonstrated that the decision tree method performed equally well to 

logistic regression.  A potential benefit to this finding is that decision trees could be used 

in place of regression when making selection decisions.  Due to the ease of interpretation, 

this could be a strong choice for managers when making decisions.   

Different types of selection ratios were used to mimic different positions within 

organizations.  For example, some positions have few openings while others have many 

open positions.  Study one, found that less restrictive selection ratios increased the 

accuracy of both methods.  As discussed previously, in this study more lenient selection 

ratio types resulted in increased accuracy.  However, this does not necessarily result in 

higher performing candidates.  If the selection ratio type is too lenient or strict, then this 

increases the chances of hiring poor employees or missing high performing employees.  

For example, if the selection ratio is low then more applicants will be hired thus 

increasing the chance that poor performers are selected.  Therefore, it is essential to find a 

selection ratio that limits poor performers and is not too strict to exclude good 

performers.  To get the most out of the models, there must be a balance between desired 

accuracy and appropriate selection ratio.  However, because both models performed 

equally under each selection ratios, managers have the option of using the decision tree 

method for a variety of different positions.  A final finding was that neither the decision 

tree method nor logistic regression responded differently to changes in data due to 

selection ratios.  An implication of this is that both methods perform quite similarly 
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across different situations.  Due to both methods performing equally well, either method 

could be used for selection decisions with similar results.  Additionally, these results have 

reproduced the findings of other studies that have reported that the decision tree 

technique is as accurate as other methods across different situations and industries 

(Coussement et al., 2014; Liu et al., 2011; Stewart et al., 2016). 

Limitations 

 There are several limitations of these studies.  In study one, simulated data was 

used. Therefore, it could be difficult to generalize the findings to a real-world scenario.  

A similar limitation in study two is that the data was from a graduate school program.  

This data may lack characteristics that data in applied organizations possess, such as 

attrition from applicants dropping out of the process, missing data, and human bias in 

judgements for predictors, such as structured interview scores.  Additionally, because 

performance data was not available for all applicants, it was not possible to compare true 

accuracy of the models.  Both models’ accuracies were judged based upon the decision 

made by the selection committee.  A more accurate way to judge each model would be to 

compare available performance data for each applicant with the decision that each model 

produces.  If this was available, then one could compare human decision making to both 

models based on a quantitative measure of performance.  

 Another limitation is that the null hypothesis was predicted in both studies.  In 

study one it was predicted that there would be no difference between decision tree and 

logistic regression.  Study two also predicted that there would be no difference between 

the models in classification accuracy.  In null hypothesis testing, a researcher either 

rejects the null or fails to reject the null.  When the null is predicted, there is a higher 
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threshold necessary to provide evidence that the null is correct.  This evidence is often 

obtained by replication where support for the null is found repeatedly (Bernardo, 

Estadística, & Matemáticas, 2003).  Since this study predicted the null, replication is 

necessary in order to confirm that the decision tree truly is as accurate as logistic 

regression. 

Future Directions 

These studies provide an initial foundation for more research on decision tree use 

for personnel selection decision-making. For instance, the present research leads to a 

question of whether managers may be more willing to rely on decision trees than logistic 

regression or even their own intuitive processes.  Previous research has shown that hiring 

managers over rely on their own intuition (Highhouse, 2008; Miles & Sadler-Smith, 

2011).  A study that could answer whether managers would use the decision tree method 

is to survey current hiring managers and ask questions about current selection systems 

and willingness to use the decision tree method.  Another, component of this would be to 

determine which method managers find easier to use.  The purpose of this would be to 

determine managers’ acceptance of the decision tree method answering the question 

whether managers would use this technique.  Future research should also examine how 

error (missing data, attrition, bias in judgment) effects both of these models in a selection 

context.  Coussement et. al. (2014) demonstrated that the decision tree method performs 

slightly better than other actuarial methods when there is missing data.  Missing data is 

common error in data and can adversely affect actuarial methods (Gelman & Hill, 2007).  

Due to the prevalence of missing data, future research should determine how missing data 

will affect the use of decision trees when compared to other selection methods, such as 
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regression or human decision making.  This could be done by randomly deleting data 

from a dataset then testing each of the selection methods for accuracy.  Another potential 

research question is whether the decision tree could reduce the number of items on a 

predictor while maintaining accuracy.  Stewart et. al. (2016) demonstrated how the 

decision tree method cut down the time it took to diagnose PTSD while maintaining 

similar accuracy.  A future study could investigate whether lengthy selection devices 

could be cut down to be more frugal, saving the organization both time and money. For 

example, if an organization has a structured interview with many questions, a decision 

tree could be applied and potentially reduce questions that are less predictive, thus 

shortening administration time. 

Conclusion 

Actuarial methods such as logistic regression have been shown to be more 

accurate in predicting applicant’s future performance when compared to clinical 

judgments (Dawes, 1971, 1979).  Despite this, organizations continue to use suboptimal 

methods when making decisions (Highhouse, 2008).  Decision trees have gained 

continued research interest as a fast and easy to interpret actuarial method (Raab & 

Grigerenzer, 2015).  Decision trees are an attractive alternative due to the ease of 

interpretation.  With methods like logistic regression, prior statistical knowledge is 

needed in order to interpret the model.  Decision trees require no such prerequisites to 

interpret.  This has led to numerous studies in fields ranging from finance to medicine 

that have demonstrated decision trees to be as accurate as other actuarial methods 

(Coussement et al., 2014; Liu et al., 2011; Sinha & May, 2004; Stewart et al., 2016). The 

two studies conducted provided initial evidence that a) decision trees are as accurate in 
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classifying performance as logistic regression, b) decision trees can be effective in 

selection scenarios, c) of the three selection ratios the least stringent ratio increased the 

accuracy of both models over the other models, and d) selection ratios will interact with 

decision technique in predicting performance.   
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APPENDIX A: R Code Study One 

 ###Population Set Up### 

n = 250 

condition=function(b1,b2,b3,r.square,n) 

{ 

### b1-b3 are the regression coefficients of the predictors (see Equation 1) 

### r.square is R square found Cortina et al. (2000) 

gma=rnorm(n,0,1) 

cons=rnorm(n,0,1) 

interview=rnorm(n,0,1) 

integrity=rnorm(n,0,1) 

error=rnorm(n,0,sqrt(1-r.square))  

perform=b1*gma+b2*cons+b3*interview+error 

data=cbind(perform,gma,cons,interview) 

colnames(data)=c("performance","GMA","conscientiousness","interview") 

return=data 

} 

test=condition(b1=.43,b2=.24,b3=.44,r.square=0.46,n=50) 

test 

 

### Replicating Data Sets ### 

rep=1 ### number of replications  

con=lapply(1:rep, function(x) condition(.43,.24,.44,.46,500000)) 

for (g in 1:rep){dataname=paste("data",g,sep="") 

write.table(con[[g]],file=paste("C:/Users/.../data/",dataname,".txt",sep=""),col.names=FA

LSE,row.names=FALSE,quote=FALSE)} 

 

###Selection Ratio 1### 

cut.off=quantile(train[,1], .9) 

Decision=as.factor(ifelse(train[,1] <=cut.off,0,1)) 

 

###Selection Ratio 2### 

Decision=as.factor(ifelse(train[,1] <=.69,0,1)) 

 

###Selection Ratio 3### 

cut.off=quantile(train[,1], .9) 

Decision=as.factor(ifelse(train[,1] <=(cut.off&.69),0,1)) 
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###Decision Tree Formation### 

set.seed(123) 

train=read.table("C:/Users/.txt") 

cut.off=quantile(train[,1], .9) 

Decision=as.factor(ifelse(train[,1] <=cut.off,0,1)) # 0 for not hire, 1 for hire 

train=data.frame(train[,-1],Decision) 

index=sample(500000,250,replace=FALSE) 

train.data=train[index,] 

tree.train=tree(train.data[,4]~train.data[,1]+train.data[,2]+train.data[,3]) 

m1=c() 

for(i in 1:100) 

{ 

all.test.data=train[-index,] 

index=sample(499750,250,replace=TRUE) 

test.data=all.test.data[index,] 

tree.pred=predict(tree.train,test.data,type="class") 

my=table(tree.pred,test.data[,4]) 

m1[i]=(my[1,1]+my[2,2])/(my[1,1]+my[1,2]+my[2,1]+my[2,2]) 

} 

mean(m1) 

m1 

 

###Logistic Regression Model Formation### 
set.seed(123) 
train=read.table("C:.txt") 
cut.off=quantile(train[,1], .9) 
Decision=as.factor(ifelse(train[,1] <=cut.off,0,1)) # 0 for not hire, 1 for hire 
train=data.frame(train[,-1],Decision) 
index=sample(500000,250,replace=FALSE) 
train.data=train[index,] 
model.train=glm(train.data[,4]~train.data[,1]+train.data[,2]+train.data[,3],family=binomial
(logit)) 
m2=c() 
for(i in 1:100) 
{ 
all.test.data=train[-index,] 
index=sample(499750,250,replace=TRUE) 
test.data=all.test.data[index,] 
model.pred=predict(model.train,test.data,type="response") 
fitted.results=as.factor(ifelse(model.pred<=.5,0,1)) 
my1=table(fitted.results,test.data[,4]) 
m2[i]=(my1[1,1]+my1[2,2])/(my1[1,1]+my1[1,2]+my1[2,1]+my1[2,2]) 
} 
mean(m2) 
m2 
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###ANOVA Code### 
data1=read.table(" ",header=FALSE) 
colnames(data1)=c("selection","method","error")#1 is decision, #2 is logistic 
data1 
aov(error ~selection*method,data=data1) 
pairwise.t.test(data1$error,data1$method) 
pairwise.t.test(data1$error,data1$selection) 
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APPENDIX B: R Code Study Two 

library(tree) 
set.seed(110) 
data=read.table("C:/.txt",sep="") 
data[,2]=as.numeric(data[,2]) 
data[,3]=as.numeric(data[,3]) 
data[,4]=as.numeric(data[,4]) 
data[,5]=as.numeric(data[,5]) 
data[,6]=factor(as.numeric(data[,6])) 
index=sample(300,100,replace=FALSE) 
train.data=data[index,] 
tree.train=tree(train.data[,6]~train.data[,2]+train.data[,3]+train.data[,4]+train.data[,5]) 
 
my=c() 
for(i in 1:1000) 
{ 
all.test.data=data[-index,] 
index=sample(200,100,replace=TRUE) 
test.data=all.test.data[index,] 
tree.pred=predict(tree.train,test.data,type="class") 
m1=table(tree.pred,test.data[,6]) 
my[i]=(m1[1,1]+m1[2,2])/(m1[1,1]+m1[1,2]+m1[2,1]+m1[2,2]) 
} 
my 
 
train.data=data[index,] 
model.train=glm(train.data[,6]~train.data[,2]+train.data[,3]+train.data[,4]+train.data[,5],fa
mily=binomial(logit)) 
 
my2=c() 
for(i in 1:1000) 
{ 
all.test.data=data[-index,] 
index=sample(200,100,replace=TRUE) 
test.data=all.test.data[index,] 
model.pred=predict(model.train,test.data,type="response") 
fitted.results=as.factor(ifelse(model.pred<=.5,1,2)) 
m2=table(fitted.results,test.data[,6]) 
my2[i]=(m2[1,1]+m2[2,2])/(m2[1,1]+m2[1,2]+m2[2,1]+m2[2,2]) 
} 
my2 
 
t.test(my,my2,var.equal=TRUE) 
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IRB  

INSTITUTIONAL REVIEW BOARD  

Office of Research Compliance,  

010A Sam Ingram Building,  

2269 Middle Tennessee Blvd  

Murfreesboro, TN 37129  

  
  

IRBN007 – EXEMPTION DETERMINATION NOTICE  

  

  

  

  

Tuesday, January 30, 2018  

  

Investigator(s):  Kyle Marks; Alexander Jackson  

Investigator(s’) Email(s): Kcm3z@mtmail.mtsu.edu; alexander.jackson@mtsu.edu  

Department:   Psychology  

  

Study Title:   Comparing the accuracy of decision trees and logistic regression in 

personnel selection  

Protocol ID:    18-1157  
   

   

Dear Investigator(s),  

  

The above identified research proposal has been reviewed by the MTSU Institutional 

Review Board (IRB) through the EXEMPT review mechanism under 45 CFR 46.101(b)(2) 

within the research category (4) Study involving existing data  A summary of the IRB action 

and other particulars in regard to this protocol application is tabulated as shown below:  

  

IRB Action  EXEMPT from furhter IRB review***  
Date of expiration  NOT APPLICABLE  
Participant Size  Existing Data  
Participant Pool  De-identified exisiting data  
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Mandatory Restrictions  Only de-identified data covered by the approved permission letter on file with 

the MTSU Office of Research Compliance may be accessed  
Additional Restrictions  None at this time  
Comments  None at this time  
Amendments  Date        Post-Approval Amendments  

None at this time  

  

***This exemption determination only allows above defined protocol from further IRB 

review such as continuing review.  However, the following post-approval requirements still 

apply:  

• Addition/removal of subject population should not be implemented without IRB 
approval  

• Change in investigators must be notified and approved  
• Modifications to procedures must be clearly articulated in an addendum request and 

the proposed changes must not be  incorporated without an approval  
• Be advised that the proposed change must comply within the requirements for 

exemption  
• Changes to the research location must be approved – appropriate permission letter(s) 

from external institutions must accompany the addendum request form  
• Changes to funding source must be notified via email (irb_submissions@mtsu.edu)   
• The exemption does not expire as long as the protocol is in good standing  

IRBN007  Version 1.2      Revision Date 03.08.2016 Institutional Review Board 

 Office of Compliance           Middle Tennessee State University  

• Project completion must be reported via email (irb_submissions@mtsu.edu)  
• Research-related injuries to the participants and other events must be reported 

within 48 hours of such events to compliance@mtsu.edu   
  

The current MTSU IRB policies allow the investigators to make the following types of 

changes to this protocol without the need to report to the Office of Compliance, as long as 

the proposed changes do not result in the cancellation of the protocols eligibility for 

exemption:  

• Editorial and minor administrative revisions to the consent form or other study 

documents  

• Increasing/decreasing the participant size  
  

  

  

The investigator(s) indicated in this notification should read and abide by all applicable 

postapproval conditions imposed with this approval.  Refer to the post-approval guidelines 

posted in the MTSU IRB’s website.  Any unanticipated harms to participants or adverse 

http://www.mtsu.edu/irb/FAQ/PostApprovalResponsibilities.php
http://www.mtsu.edu/irb/FAQ/PostApprovalResponsibilities.php
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events must be reported to the Office of Compliance at (615) 494-8918 within 48 hours of 

the incident.   

  
  

All of the research-related records, which include signed consent forms, current & past 

investigator information, training certificates, survey instruments and other documents 

related to the study, must be retained by the PI or the faculty advisor (if the PI is a student) 

at the sacure location mentioned in the protocol application. The data storage must be 

maintained for at least three (3) years after study completion.  Subsequently, the researcher 

may destroy the data in a manner that maintains confidentiality and anonymity. IRB 

reserves the right to modify, change or cancel the terms of this letter without prior notice.  

Be advised that IRB also reserves the right to inspect or audit your records if needed.    

  

  

  

Sincerely,  

  

Institutional Review Board  

Middle Tennessee State University  

  

Quick Links:   

Click here for a detailed list of the post-approval responsibilities.   

More information on exmpt procedures can be found here.  
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