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ABSTRACT

A game defined and measured by hitting and pitgperformances, baseball
exists as the most statistical of all sports (Alb2003, p. ix). Probably more than any
other sport, the game’s present is couched inerbas to its history. Professional
baseball has endured many changes (both overtudntié)sin rules, equipment, stadium
structures, and competitive strategy over the @afsts history. Because of such shifts,
the modern era of Major League Baseball (MLB) hesrbsegmented into six distinct
eras (Lombardi, 2006): Dead Ball (1901-1919), LBadl (1920-1941), Integration
(1942-1960), Expansion (1961-1976), Free Agency7iP993), and Long Ball/Steroid
(1994-2005). This study runs through the 2011 seasd adds a seventh era, labeled

“Post-Steroid” (2006-present).

The purpose of this research was to determinethewmames and/or
characteristics/perceptions associated with theahoffensive outputs of each era of
MLB corresponded with the statistical realitiesatetl to each era’s On-Base Plus
Slugging Percentage (OPS), beginning with the X#akon and MLB’s Modern Era.
The study’s sole focus was the effect of team QRP&termine how hitting and pitching

contributed to team winning percentage in each era.

Results were segmented by each defined era toatany significant
differences between the eras. Multiple regressimhANOVA were used to determine if
perceptions and realities for each era’s offensiviput aligned descriptively. Results

showed that perceptions for five of the seven erakched statistical realities, while



perceptions of two eras did not. Results also skasignificant statistical differences

between the defined periods and illustrated howrdive output defined each era.
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CHAPTERI

INTRODUCTION

As American historian Jacques Barzun (1954) wrd#hoever wants to know
the heart and mind of America had better learntielsehe rules and realities of the
game” (p.159). This quote still rings true todayowever, if someone wants to
understand America and the game baseball in t&€2htury, they had better learn to
follow the money. Zimbalist (1992) stated, “Mon&yas already a significant part of the
game when the first professional team, the Cindiridad Stockings, was formed in
1869” (p.2). He (1992) adds that, “Although praiesal baseball’s institutions began to
take clearer shape in 1876 and more solid fornr 4863, the business of baseball has

really has been in steady flux since its incepti(m?2).

Simply put, the game of baseball, at the profesditevel, is no longer a past time
or tax write-off for owners; it is a primary sourggbusiness. Over the course of
baseball, the economics of the game have dictasdtanagement practices change by
doing everything better, explaining the currenhtrén the game towards using empirical

data with sophisticated statistical analysis toiaidecision making.

One could spend his or her entire lives dedictdddarning the game of baseball
and merely scratch the surface of knowledge. #tdatre, the game of baseball has two
very separate, yet continuously linked facetsirtgtand pitching. Former pitcher Bob
Veale (1966) concisely summed up over a centubastball wisdom when he famously

said, “Good pitching will beat good hitting any g#mand vice versa.” On any given day,



it is impossible to know whether pitching or higiwill win a game of baseball. But
thegame of baseball has provided innumerable statihat can help to clarify whether

hitting or pitching are more important.

Baseball is the most statistical of all sports] Hre game is defined by hitting and
pitching (Albert, 2003, p. ix). More than any otlsport, the history of the game is
referenced when talking about anything that is eapm in the present. As author and

baseball historian Stanley Cohen (1988) declared:

Baseball, almost alone among our sports, tratfiashamedly and gloriously in
nostalgia, for only baseball understands timetesgats it with respect. The
history of other sports seems to begin anew vatthegeneration, but baseball,
that wondrous myth of twentieth century Americatsgpassed on like an

inheritance. (p.70)

Therefore, to understand baseball, one must urathet $toth the history of the game and

the economic drivers that lead to changes in tineegan the field.

As Durant (1973) noted, the inception of the Aroamni League in 1901 as a rival
to the already entrenched National League, “matkedeginning of the modern
administration of baseball” (p. 47). The work adélman (1986) and Guttman (1978)
show that the modernization of sport occurred lbefpre what Durant notes as the
modern administration of baseball, specificallyimen 1820 and 1870. Although the
sport itself may have been modern prior to 190%eball was under rapid and constant

change because the game was still working to gelf properly organized and rules were



changing from year to year. This meant that theegaauld be drastically different from
year to year (Smith, 2010). Both the availabilityd the reliability of statistics prior to
the 1901 season make it difficult to include thesypart of the present research. The
relative stability of rules and record keeping sid®01 makes it much more appealing
for an empirical study. For the purposes of thiglg, the researcher focused on the

modern era of baseball, beginning with the 1905@®a

In addition to properly organizing the game anttirsg a uniform set of the rules,
the modern era brought forth the creation of thelé/Series which would pit the
winners of each league against each other for dyyel@ampionship. Structure and
consistency put baseball at the forefront of Anerisports and baseball prospered as the
modern era began. As Rader (1992) said, “Durinditbetwo decades of the twentieth
century, professional baseball achieved a new lefvelaturity and stability as an

American institution” (p.98).

Baseball has endured much change over the colitsehistory, and because of
constant change, the modern era of baseball hassegenented into six distinct eras.
Steve Lombardi (2006), a baseball analyst curremitly Baseball-Reference, described
the eras as the Dead Ball Era (1901-1919), the BaleEra (1920-1941), the Integration
Era (1942-1960), the Expansion Era (1961-1976)Ftee Agency Era (1977-1993) and
the Long Ball/Steroid Era (1994-2005). This studys through the 2011 season and a
seventh era will be added and labeled the PosbiStEra (2006-present). The rationale

for the Post-Steroid Era will be explained in Cleapt.



Delimitations

Scope of the study

This examination of OPS in Major League Basebaidmewith the 1901 season,
which marks the beginning of the Modern Era in badle It's focus is on the effect of
team On-Base Plus Slugging Percentage on teammngm@rcentage. The results were
segmented into the defined eras for comparisomdardo determine significant

differences between each era.

Sdlection of the case

The case for the study was any team that has beeder of Major League
Baseball since the beginning of the 1901 seasany. franchise that has operated since
then has played under the same set of rules ag etrer team in Major League Baseball
in this timeframe. Availability of the relevangsistics, a prevalence of baseball-themed
research, and the researcher’s personal interésiseball were vital to the selection of

this case.

Definition of terms

Dead Ball Era— The first segmented era of the Modern Era, Spgnt901-1919. It was
characterized by low-scoring games, very few pawiers, and baseballs that
would be used as long as possible, rendering s@thmushy, and “dead.” The
1908 season featured the lowest run average inrNlepgue Baseball history,
with teams combining to score only 3.4 runs penga lt was much more of a

strategy-driven game because of the scarcityrd agored. Bunting, stealing



bases, and hit-and-runs were very common, artuidalay are referred to as
playing “small ball.” Teams tended to play in sjpais parks that made hitting
home runs with the dead ball even tougher, netagissgj the reliance on small

ball. (Rader, 1992; Thorn, 1974).

Expansion Era- The fourth segmented era of the Modern Era,ripgril961-1976. It
was so named for the unprecedented expansiomibeuof teams and
geographical location of teams. The movement he&gth the Dodgers and
Giants moving to California in the late 1950’s a&adlv expansion across the
United States and even Canada. Improvementansortation, specifically
air travel, aided baseball in its quest for expamacross the country. Baseball
truly became America’s pastime as people all aeeitd now see Major League.

Baseball (James, 2001; Neft et al., 1982; Rad®€2)L

Free Agency Era The fifth segmented era of the Modern Era, spanh977-1993. It
was so named because of the inception of freecggaror to the 1977 season.
Free agency brought about fundamental changéetsttucture of Major League
Baseball that were unequaled since the incepfitimeoModern Era in 1901.
Teams could no longer treat players as cheap calitig®as player salaries
immediately skyrocketed because of teams havitgdtdor their services.

(Koppett, 2004; Neft et al., 1982; Rader, 1992).

Integration Era— The third segmented era of the Modern Era, Spgrit942-1960. It
was named for the integration of black players M&jor League Baseball

starting with Jackie Robinson in 1947. The beigigrof the era saw many



baseball players leave for World War II, whichhmiany cases diminished the
talent level in Major League Baseball for the paert of the era. The final team
to integrate and play a black player in a Majoadiee Baseball game would be

the Boston Red Sox in 1959. (Bedingfield, 2009&ta1992).

Live Ball Era— The second segmented era of the Modern Eransgah920-1941. It
was so named because of rule changes that maglelean balls were being used
throughout the game, and later. In the mid 1928& standard baseball was also
changed in order to make it more “lively”, meanitfiew further off the bat.
Hitting took center stage with the emergence ay@is such as Babe Ruth.

In this era, home run totals increased to numbevsr previously witnessed. The
era changed the life of the pitcher forever. Fa®h0-1920, eight pitchers
recorded 30 win seasons; since 1920 only threbgs have accomplished that
feat, and the last was Denny McLain in 1968. (ldp@B76; Rabinowitz, 1989;

Rader, 1992).

Major League Baseball Major League Baseball is the most well-knownfessional
baseball league in the world. Major League Babetses 1869 as its founding
year as that was the first year that a currerdrggtion in MLB, the Cincinnati
Red Stockings (now Reds), began play. It serggheagoverning body for both
the American League and National League andsizomesible for all the statistics
that have been kept since 1901. (Neft, Cohen &t$ud) 1982; Rader, 1992;

Thorn, 1974).



Modern Era— Represents Major League Baseball from 1901dgthsent. It includes
each of the seven defined eras that are examinidsi study. The modern era
features an accurate record of statistics, aes&ilironment with both the
National and American Leagues working congruemtlgonsistent numbers of
teams (meaning no teams folding during a seaso)a consistent set of rules

across both leagues. (Smith, 2010).

On-Base Percentage (OBR)It represents the ability to get on base. Sioatly,
it is the measure of how often a batter, or a tga@aches base for any reason
other than a fielder’s choice, a fielding errodrapped third strike, fielder’'s
obstruction, or catcher’s interference (Albert1@0p.2). A perfect OBP would
be 1.000. The Major League average for OBP dutiegnodern era is .340.

Generally, an OBP of .350 or higher is consideyead.

On-Base Percentage Against (OBRalf represents the ability to keep runners off
of the bases. It is calculated exactly the sasn®@BP, but against a pitcher, or
pitching staff (Albert, 2010, p.2). What would tensidered good would be an

inversion of OBP since the goal is to keep runoéirbase.

On-Base plus Slugging Percentage (ORP®)represents the ability to both get on base
and hit for power. It is a result of the simptildgion of On-Base Percentage and
Slugging Percentage (Albert, 2010, p.3). Basdbsibrian and Sabermetrician
Bill James (2009) built a seven category Likeral8dor hitters based on their
OPS. A “great” hitter will have an OPS of .90QChagher, a “good” hitter will

fall between .8333 and .8999, an “above averagesriwill fall between .7667



and .8332, an “average” hitter will fall betwe&000 and .7666, a “below
average” hitter will fall between .6334 and .76&85poor” hitter will fall between
.5667 and .6333, and an “atrocious” hitter will feelow .5667 (p.24). The OPS
for the entire Modern Era is .714, which makesssan that all hitters combined
fall into James’ “average” category. What is tglly considered a good season
for OBP (.350) and SLG (.500) can be added ugbtaio a good measure for
OPS. It adds up to an .850 OPS, which makes ssnievould fall into James’

“good” category.

On-Base plus Slugging Percentage Against (OP&x)-Base plus Slugging against uses
the same calculation as OPS, except that itissatmeasure of a pitcher’s ability
to both keep batters off base and prevent them fritting for power (Albert,

2010, p.3). What is considered good is an inearsif what it would be for
hitters, as the pitcher’s job is to limit basemars and power. The value of a
hitter can be defined by their OPS, just as tHeevaf a pitcher can be defined by

their OPSa.

Post-Steroid Era- The seventh segmented era of the Modern Eranspp2006 to the
present. It was so named for the fundamentalgdsto the banned substance
policies of Major League Baseball. Beginning wile 2006 season, players who
tested positive for a banned substance were dedjéz incremental punishments
of 50-game suspensions, 100-game suspensionéifedimle bans from Major
League Baseball for a third positive test. Thesnges were made in response to

the outrage of baseball fans, writers and histgraf the events that transpired



during the Steroid Era. Offensive numbers hawerned to pre-Steroid Era levels
and pitching numbers have improved dramaticahegn, 2010; Dittmeier, 2012;

Ratto, 2012).

Sabermetrics It is the specialized analysis of baseball tigftoabjective evidence,
especially baseball statistics that measure inegactivity. The term is derived
from the acronym SABR, which stands for the Sgciet American Baseball
Research. It was coined by Bill James, who isaines pioneers and is often
considered its most prominent advocate and ptdtie. Grabiner (1994) begins
his Sabermetric Manifestby saying, “Bill James defined sabermetrics as ‘th
search for objective knowledge about baseballuslisabermetrics attempts to
answer objective questions about baseball...It cateal with the subjective
judgments which are also important to the gamel)(pSabermetricians
frequently question traditional measures of balssk#dl and, therefore, question

traditional views of baseball, including its histo

Slugging Percentage (SLG)It represents the ability to hit for power. Sifieally, it is
the measure of the average number of bases a wittget per at-bat (Albert,
2010, p.2). A perfect slugging percentage wodd 90, and would mean that a
player hit a homerun in every at-bat of their eareThe single-season record for
SLG is held by Barry Bonds at .863 in 2001. éggling percentage over .500 is

generally considered a good season for a power hit

Slugging Percentage Against (SLGalt represents a the ability to limit a battgytsver

numbers. It is calculated exactly the same as,®uGagainst a pitcher or
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pitching staff (Albert, 2010, p.2). What would tensidered good would be the

inversion of SLG since the goal is to limit power.

Steroid Era— The sixth segmented era of the Modern Era, Spgri®94-2005. It was so
named because of the rampant use of steroidstaadsubstances deemed by
MLB as performance enhancing drugs (PEDs) dutiegetra. Major League
Baseball had extremely lax rules in place for be#ting of banned substances
and consequences of being caught. Offensive nisnsla@v huge jumps,
especially in home runs as hitters were largersaramhger than ever before and
swinging for the fences more than ever beforelofming the 1994 strike that
canceled the World Series, Major League Baselilhat truly see a recovery in
its fan base until the (allegedly) steroid-spurremme Run Race of 1998 between
Mark McGwire and Sammy Sosa. The previous retmrédlome runs in a season
of 61, set by Roger Maris in 1961, would be suspdssix times between 1998
and 2001. (Grossman, Kimsey, Moreen & Owings, 260If & Schvaneveldt,

2011; Lenhardt, 2010).

Statement of the Problem

Each of the seven eras that comprise the modarofdéiajor League Baseball is
defined by how it is perceived that games were duming the particular era. Hitting and
pitching statistics were analyzed because, as Kpop2) said, “data limitations make it
difficult to model defensive performance” (p. 710here have been great advancements
in metrics to determine defensive performancetloey still face great criticism as to

their reliability. Focusing on hitting and pitclgims supported by Miceli & Huber (2009)
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who found that pitching explains 2/3 of the vari@amt winning percentage and hitting
explains the other 1/3, with no mention of defefms&). The problem, then, is to
determine, definitively with statistics, whethettimg or pitching contributed more to
winning percentage in a given era. Those defiaimswers could then be compared to
the perceptions of baseball historians for eadh®fjiven eras and expand the body of

knowledge of baseball history.

The statistics can be run and analyzed becaugedheesent an objective view of
what happened. Determining perceptions is not eénnuore subjective process. An
extensive overview of each era is necessary inraodenderstand the similarities and
differences of the perceptions that make eachmicpua. By understanding each
distinctive era, it is possible to compare and @sitthe perceptions of each era to the

reality that is presented by the statistics thatewecorded.

Case Study

During the investigation, it became apparent thatidest framework to build this
study around was as a case study. A case stugligpsoa systematic way of looking at
events, collecting data, analyzing information agjobrting the results. A case study fits
well because of the nature of the information beinglyzed, as it is an in-depth,
longitudinal study examination of a single phenoarerthe effect of OPS on winning
percentage. This framework allows a researchgaito a sharper understanding of how

the perceptions and statistical realities relateviierg, 2006, p.229).
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Since this study tested a hypothesis, a case sutht always the first framework
that would come to mind because of some miscormeptabout the methodology. Some
suggest that hypothesis testing is not the comwagtto use a case study. But Flyvbjerg
(2006) argued that case studies are often misuloderdecause there is a perception that
they are most useful in generating hypothesesariitst step of a research process,
whereas hypothesis testing and theory building shioe carried out by other processes
(p-229). Eckstein’s (1975) findings build on Flyetg's rationale by saying that case
studies, “are valuable at all stages of the thdéanmding process, but most valuable at
that stage of theory-building where least valugeserally attached to them: the stage at

which candidate theories are tested” (p. 80).

It is important when conducting a case study tdewstand and clearly identify
both the object and the subject of the study. Wieka (1992) described the subject as
the “practical, historical unity” through which thieeoretical focus of the study is being
viewed. Itis the lens in which the researcheusss through. The object is the
“theoretical focus or analytical frame” (p. 16Qh this study, the subject was represented
by how perceptions and statistical reality that weaorded lined up by the eras. The

object was the effect of OPS on winning percentagaugh the lens of the distinct eras.

The present study represented an evaluative agptoa case study. Thomas
(2011) defined an evaluative case study as oneentherpurposes are first identified,
then approaches are delineated, then processde@ded upon, and finally results are
interpreted (p.512). The present study followeat Hpproach as it began with the

purpose, which was to determine if the perceptadrthe eras match up with the
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statistical realities. Next an approach was chogethis case testing the theory that each
of the given eras do not match on subjective anectilie levels. The processes that
were decided upon will be outlined in the methodgleection. And finally, the results

will be interpreted, as they will be in the resudéstion.

Using a case study framework also made it possoalecorporate both
guantitative and qualitative data. In order tced@iine perceptions of each era, the
researcher had to rely on qualitative accountb®ftras through baseball writers and
historians. They shape what people believe andatea about baseball history and are
at the forefront of building the perceptions maagdball fans grow up with. But in
order to objectively test each era the researchst ose quantitative data, in the form of
statistics and their effect on winning percentagbus, a mixed method incorporating
guantitative and qualitative data is necessarytopiete the purpose of the study. A

case study allows the researcher to do both.

I mportance of the Study

Since the Cincinnati Red Stockings became thegnafiessional baseball team,
the game has been a business. Owners of teamsheapamary goal of making a profit.
Major league manager Terry Francona (2013) puuittty when describing the
ownership group of the Boston Red Sox, “I don’hthihey love baseball. | think they
like baseball. It's revenue, and | know that'’s threght and their interest because they're
owners” (p.54). The core business of sport willa}s be entertainment on the field,
because ultimately it is what the fan is payingee. Putting together a winning team

will draw more fans, both to the stadium and opuslion, which will increase revenue.
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Therefore, strategies that can be implementedd@ase winning percentage while

lowering costs will always entice baseball managgme

There are many studies that have looked at vagdhbg correlate to winning
percentage in Major League Baseball (Pujol & N894). These variables can be
divided into two groupings, the first of which camt variables that do not directly affect
the product on the field. The second grouping e ®f statistics that are a direct
product of what is happening on the field of pl&ach is important in explaining
winning percentage, but they should be viewed difidly in relation to their effect on

winning percentage.

Variables that do not directly affect the prodotthe field have been analyzed to
help determine their relationship to winning petege in Major League Baseball.
Specific studies have been done comparing thaoetdtips of market size (Burger, J.D.
& Walters, S.J.K, 2003; Butler, 1995; Schmidt & BeP002), payroll (Hall, S.,
Syzmanski, S., & Zimbalist, A.S., 2002; Mizak & Bt2004; Wiseman & Chatterjee,
2003), and attendance (Davis, 2008; Davis, 2008ntdt & Berri, 2001) with winning
percentage in Major League Baseball. While theselles have merit, they do not fall
in line with the purpose of this study, which wasekplain how the statistics derived

from on-field play influence winning percentage.

Specific studies looking at the relationship betwe#ensive and pitching
statistics and winning percentage in Major Leagasd®all have also been undertaken.
These studies fall in line with the focus of thisdy as they help explain what is

happening on the field that affects winning peraget Previous studies have focused on
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offensive statistics such as: stolen bases (Bauzfeg; Baumer & Terlecky, 2010;
Demmink, 2010; Turocy, 2005), batting average (All2002; Bennett & Fluek, 1983;
Houser, 2005), on-base percentage and sluggingmege as separate statistics (Deli,
2012; Farrar & Bruggink, 2011; Hakes & Sauer, 2086user, 2005), and on-base plus
slugging percentage (Hakes & Sauer, 2006; Lopenditam, & Schaffer, 2011).
Studies have also focused on pitching statistick si3 earned-run average (Lackritz,
1990; Lopez, Mundfrom, & Schaffer, 2011; Olson, 2)Gtrikeouts (Chapman &
Southwick, 1991; Houser, 2005; Sommers & Quent882) and walks plus hits divided

by innings pitched, or WHIP (Beneventano, Bergai&inberg, 2012; Houser, 2005;).

There are many other offensive and pitching siati that have been covered in
addition to the ones mentioned, but the pointags,tas a whole, the analyses of offensive
and pitching statistics have found that one stafistbetter than any other at predicting a
Major League Baseball team’s winning percentageBase Plus Slugging Percentage,
or OPS. Besides being the best predictor of taaoess, OPS provides the ability to be
used as both as offensive and pitching statis$id, @n be calculated for hitters or
against pitchers. This allows the measuremenittfidp and pitching on common
ground, rather than trying to compare two statistiat are calculated by different means.
Many of the aforementioned studies have lookegeatific sets of times, or over the
modern era of baseball as a whole. Despite alidlewyant research, there seems to be a

lack of studies that look at each of the eras sEball independently.

Sabermetrics has provided a tool to empiricallglyre baseball data and discern

the empirical nature of what occurred. By studyiigat occurred and why, statistically
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informed predictions about the future can be madajor League Baseball is rich in
tradition and history with clearly defined eras.ith\such clear distinctions, it makes
sense to test each of these eras against perceptioorder to delineate each era, it is

thus worthwhile to determine the nature of each era

Statement of the Purpose

The purpose of the present study was to use thstgts of OPS and OPS Against
(OPSa) to determine if the perceptions of eachrekdajor League Baseball history align
with the statistical reality. OPS represents asusaof hitting, while OPSa represents a
measure of pitching. By using OPS and OPSa, iddoe determined whether hitting or
pitching contributed more heavily to winning pertzge in each era. Additionally, the
present study discovered whether there were sogmifidifferences in the importance of

hitting and pitching between the eras as it relébeghach of the other eras.

Hypothesis

The success of Sabermetrics in disproving somditvadl measures of baseball
skill has cast doubts about how baseball has biesved. Included in these doubts
should be how each era is viewed; specifically weehitting or pitching was more
important to winning percentage in each given drais study set out to demonstrate that
OPS and OPSa will show that the subjective peroegptdf each era do not match up with

the objective, statistical reality
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CHAPTERIII

REVIEW OF THE LITERATURE

In order to properly assess the perceptions df eea, the subjective
interpretations of each era must be relied upoycdnpiling a multitude of opinions on
each era, a wider, more general view of each erildme drawn. There are many
scholarly articles to use in defense of the useR$, but, as noted earlier, there is an
apparent lack of articles dedicated to the speeifas of Major League Baseball. For this
reason, many accounts from baseball writers andriass were used to determine the
perceptions of each era. As they were the peapleaying opinions about baseball to
the fans, it is imperative to use their writingslasy truly are the people who steered the

perceptions about each era.

The Dead Ball Era (1901-1919)

As the modern era of baseball began, two spetifecchanges certainly favored
pitchers. The first rule change addressed theagidewidth of home plate. It was
changed from a 12 inch square base to a five-digack that measured 17 inches across,
making the strike zone much larger (Rader, 19%%)p. The second rule change
addressed foul balls. Prior to 1901 foul ballseveot counted as strikes, so batters could
foul off as many pitches as they wanted with noseguence. Beginning in 1901, foul
balls began counting as strikes (Rader, 1992, p.8%)Rader (1992) noted, “with the
larger plate and the new foul ball strike ruleikstouts jumped more than 50 percent,

while batting averages, home runs, slugging peagsas, and runs per game sank to all-
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time lows” (p.87). Because of factors includingg@eule changes, Neft et al. (1982)
argued, “The game belonged to the pitcher. Thkspaere large and lacked the

enclosures which could invite the long ball” (p).11

As if the hitters were not at enough of a disatlvge, Rader (1992) added that,
“Hitters complained about the use of soft, discetbballs, leading baseball historians to
label the age as the ‘dead ball era’ (pp.87-88prit{1974) contended that, “the ball was
so dead that hardly anyone could slug it into thads” (p. 27). This argument is backed
by the fact that the St. Louis Cardinals hit a m&ague leading 39 home runs, as a
team, in 1901. By way of comparison, the recetdliycluded 2012 season saw Six
individual players hit more than 39 home runs. Waoeks of baseball historians and

writers embody a representation of a game dominatqtchers in the Dead Ball Era.

TheLiveBall Era (1920-1941)

The game of baseball witnessed dramatic changasgdine Live Ball Era.
Honig (1976) described the series of changes telimll saw during the period by
stating that, “Technological, economic and soc@ieavals...dictated a changing world,
and nothing, including baseball, remained unafficfp.19). There were many internal
and external factors that led to the array of cleangut the focus of the majority of
changes was quite clear. Rader (1992) stated,ifiBaw with the AL’'s 1920 season, the
hitters went on a rampage that continued throughl 841 season” (p. 112). Pitcher
Lefty Grove, a Hall of Famer and one of the gradefshanded pitchers of all-time,
described the Live Ball Era to Honig (1975), “Tleadue was chock-full of

hitters...those days if you didn’t hit .300, theymicthink much of you” (p.81).
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This change in the on-field production was thectieffect of more rule changes.
“Trick” pitches, such as the spitball and the eneaf were abolished and an extreme
effort was made to keep clean balls in play thattitters could now clearly see (Neft et
al., 1982, p.123). The result was an immediateegse in home runs, as Babe Ruth
alone hit 54 in 1920. Ruth had led baseball w@th@me runs in 1919, and only 5 other
players had even cracked double-digits that ybkeft et al. (1982) put it quite

succinctly:

The advent of power hitting did more than alter fhce of the game. With its
coming was the imbalance that is inevitable witbhsa drastic change. Those
who paid the heaviest price were baseball’'s mipdmieed, the pitcher. Once a

feared and revered figure, he became the objauiaofy a cannon blast. (p.123)

Pitchers complained constantly about the rule changut the wheels had clearly been
set in motion to not only keep, but add to the desrthat steered the game in favor of

the hitters (Rader, 1992, p.116).

Only five years after baseball first changed tovened” ball, it went a step
further to increase the offensive output. Rabirtp\{d989) said that the change to an
even livelier baseball “was based on the theoryftres prefer home runs to pitching

duels” (p.54). Baseball historian Bill James (208dhoed this sentiment by stating:

When the owners discovered that fikedto see home runs, and when the
foundations of the game were simultaneously inkgethy disgrace, then there

was no turning back. In 1925 a new ‘cushioned center’ ball was introduced,
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perhaps more lively than those before it, andnsiéewas allowed to dominate

(p.122).

Immediately following this change, Babe Ruth wohid60 home runs in the 1927
season to establish a record that would stand 1@@1. It was an important revelation to
the owners that the fans enjoyed an offensive gaetguse external factors would soon

affect baseball as much as any rule changes.

The Great Depression struck America with the cdghe stock market in 1929.
Baseball was not unaffected as Rabinowitz (1988pdt “Major league baseball, like
virtually every industry, severely felt the effecitsthe Depression, though not
immediately” (p.49). He further detailed that oice Depression hit baseball hard in
1931, the owners cut operating expenses by cyttanyger salaries, reducing the active
roster, cutting coaching staffs and team persoameladopting a truly standardized ball
in 1934 (p.54). In order to keep fans coming tmga during the most economically
trying period in American history, Major League Bhall continued to tweak the game

in order to maximize offensive output.

Offensive records, both on the individual and tdewels, were continually
shattered during the era. The internal and extéaotors associated with the game
during the Live Ball Era all contributed to a bungeng offensive game. A review of the
era clearly shows that baseball historians agraehitting dominated pitching in the Live

Ball Era.
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The Integration Era (1942-1960)

The Integration Era is aptly named because on Afril1947 the Brooklyn
Dodgers signed Jackie Robinson, making him thebiesck player in Modern Major
League Baseball (Effrat, 1947, April 11). On Adrl, 1947 Jackie Robinson would play
in his first game as he started at second bagéddBrooklyn Dodgers. It would take 12
years, in 1959, until the Boston Red Sox would bezthe last team in baseball to
integrate and play a black player (Rader, 19952).11t may have taken 12 years for
each team to integrate, but the game certainlyteawendous change during the

Integration Era.

It is important to note that the Integration Eegims in 1942, which is five years
before baseball actually integrated black playditse reason for marking the beginning
of the era in 1942 is because a major externalgshancurred in the 1942 season that
facilitated in setting it apart from the Live B&lta. As the United States entered World
War Il and young men were drafted into service,dMaeague Baseball was not
unaffected. According to Gary Bedingfield (2009)atal of 1,363 players, managers,
coaches and umpires from the major and minor lesagerved in World War I,
including 29 Hall of Famers. This meant that reptaent players at all levels had to fill
in the rosters and the quality of play was argualilyted as a result. The war took its
toll on baseball as players were drafted into acsiervice as early as 1940 (Neft et al.,

1982, p.208).

Offensive averages took a slight downturn as coetpto the live ball era, but

due to its popularity with fans and changes bypllagers, home runs continued to rise
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(Neft et al., 1982, p.265). A slight drop in bagfiaverage was not enough to turn the
tides back in favor of the pitchers. The perceptbthe era is abstracted well by Neft et

al. (1982) with:

The pitcher’s plight, as it had begun in 1920, miid improve. Instead, it only got
worse as light bats became the mainstay of theftmarsenal. Armed with a
light weapon that responded to a good pair oftatisat could help negate the
blazing fastball, the batter was able to continisedominance over the pitcher.
The result was that choking up on the bat becaraety and nearly everyone

went for the pump, or home run (p.265).

The batting averages may have lowered, but hongeand integration continued to bring
fans coming out to the games. Rader (1992) resefbthis claim, “Thanks largely to
(Jackie) Robinson, five National League teams set season attendance records in

1947” (p.151). .

Technological advances during this period elicitednges to the game as well.
The first night game was played in 1935, but it wasstly viewed as a novelty prior to
the Integration Era. Honig (1976) said that, “tighseball, infrequent before the war,
came to dominate the playing schedule, its pogylanquestioned”. He added that
many ballplayers of the era felt the record bodiesutd have started anew with the
advent of night baseball, as it favored the pit¢pet9). This was clearly a factor in the

slight downturn in offensive numbers in comparisothe Live Ball Era.
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Baseball had presumably found the recipe to kaep €oming in droves: let
black players in the majors, keep belting home rand continue allowing hitting to

dominate pitching

The Expansion Era (1961-1976)

The expansion era is appropriately named becaesgatine expanded in numbers
of teams, locations of teams and types of play@ssNeft et al. (1982) said, “Until 1960,
baseball had managed to preserve its limited fiaectanctuary of 16 teams since 1901”
(p.345). Prior to 1957 when the Dodgers movedds Angeles and the Giants to San
Francisco, they had also managed to keep all tb@ins in a geographic area that went
no further south than Washington, D.C. and no &rrthest than St. Louis. By 1976,
Major League Baseball had increased to 24 teamsaaded previously untapped
markets such as California, Texas, Atlanta, MinteesBeattle (briefly) and even Canada,

with the expansion Montreal Expos.

Neft et al. (1982) added that in addition to th@&nh expansion, the establishment
of black and Latin players led to a different gamse“stars of all backgrounds stocked
the clubs which excelled over the period” (p.34Bk Witte & Weick (2006) explained,
“By the late 1960s, Latino players were becominguecmnplace on MLB rosters and
were beginning to exert more and more influencéhergame as their presence within

the league continued to expand” (“The Latino Boopdta. 4).

In addition to the various expansions of the gamile, changes continued to set

the precedent for changes on the field. For tl&8Xeason, the strike zone was officially
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redefined (Rader, 1992, p.169). Previously, it égignded from the armpits to the top of
the knees. It now extended from the shoulderbaédobttom of the knee. This

redefinition led to immediate changes. Rader (199i:

For a brief interlude, the six seasons of 1968ugh 1968, pitchers regained an
ascendancy over the hitters that they had notyedjsince the first two decades
of the twentieth century. Although batting avesagpad been slipping downward
prior to 1963, in the 1963 season major leaguedatats fell by 1,681, home runs
by 297, batting averages by 12 points, and baséslts by 1,345. Pitchers

recorded 1,206 more strikeouts than in 1962 (P.169

Bill James (2001) goes a step further as he claitmatin the 1963 season, “Baseball's
second dead-ball era had begun” (p.249). Baselsalinot happy with this trend as they

had equated more runs scored and home runs hitwgitker attendance.

In response, baseball enacted another rule cHangige 1969 season that would
swing the favor back to the hitters. James (20@1¢d that, “until 1969 no one was
regularly checking the height or the slope of thehgr's mound” (p.250). So in 1969,
the rule was changed lowering the mound from 15es@bove home plate to 10 inches
above home plate. Additionally, the slope of theumd was defined and the height and

slope rules would be strictly enforced.

As if the pitcher did not have enough to deal vaighfar as rule changes in favor
of the hitters, the American League began using@sidhated Hitter, or DH, in 1973.

The designated hitter would assume a regular sptbiei batting order in replacement of
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the pitcher (McKelvey, 2004, p.2). He would gotorsay that the creation of the DH
rule as the most drastic in baseball history, ‘dsveo drastic that one league accepted it

and the other league did not” (p.2). He proposed¢ason for this change:

The American League owners...were hoping that dasaghhitters would

provide a spark for the sagging offenses in tle@igue. The American League’s
owners were also hoping that an explosion in hidspers and runs would entice
more people to come to their ballparks and entigm to catch and then pass the

National League in the annual attendance racg. (p.2

As is the case with most rule changes since the Badl Era, changes were made in

favor of hitting because the owners believed oféeth®ve attendance.

The expansion era is named because of the mowke tdams, and not
necessarily the rule changes that affected thegiae field, possibly because of the
relative equilibrium of the era. James (2001)nckd that, “Expansion favors neither the
hitter nor the pitcher, on balance; it does as ntadreate a shortage of good hitters as it
does to create a shortage of good pitchers” (p.30&ines (2001) also asserted that there

was a great balance between pitching and hittirigerl970’s (p.277).

Alternatively, and because of the six year pevibetre pitching clearly
dominated, Cohen (1988) claimed that “Pitchersdssiimed control and command of
the game as they had at no time since the pre-&utra of the dead ball” (p. 13). Itis

clear that hitting did not dominate for the engjref the expansion era, but there appears
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to be no clear consensus among baseball histasmtswhether the era as a whole was

dominated by pitching or if it was simply balanced.

The Free Agency Era (1977-1993)

The foundations for free agency were establishel®66 with the Major League
Baseball Players Association hiring Marvin Millerhe its executive director. Rader

(1992) said:

Miller's appointment was a decisive turning pamthe history of baseball’s
player-management relationship. Before Milleg fhayer association had been
moribund, an organization routinely used and maated by the owners for their
own ends. After Miller, the MLBPA became a powéidounterweight to
management, the reserve clause fell into shaméahekthe players eventually

obtained astronomical salary increases (p.186).

The inception of free agency in Major League Ballaéhd 976 marked a complete

upheaval of a structure that had remained relgtivethanged for almost a century.

The assault on the system began in 1969 whenFhotl, an outfielder with the
St. Louis Cardinals, refused to be traded to thaédlphia Phillies, and took his case for
free agency all the way to the Supreme Cdeliddd v. Kuhn1972). The Supreme Court

voted in favor of Major League Baseball in 1969 the siege was underway.

Only eight years later, after many concessionsibjor League Baseball that
slowly gave players more power over their cardetsfree agency went into effect

following the 1976 season (Rader, 1992, p.194)enty-four players became free
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agents, headlined by Reggie Jackson who signad-géar $3 million deal with the
Yankees (Neft et al., 1982, p.427). This was vhatvin Miller had set out to do. The
players saw immediate results in the form of tealaries. As Koppett (2004) put it, “by
1979 the average salary was around $120,000,sestihat it had been when the
players hired Miller 12 years before” (p.369). Wpecific rules on free agency have
been tweaked many times since then, but the 1%&8baesaw the first class of true free

agents.

Along with all the turmoil off the field betweehd players and management, the
Free Agency Era brought about results on the fleddl had not been seen in any single
era to date. James (2001) said that, “Basebalightanto the 1980’s a mixture of styles
as rich as the game had had in more than halftargérp.296). He goes on to point out
that in 1980 alone, three players hit over .340 players stole 50 or more bases, three
players hit over 40 home runs, two pitchers wom2rhore games and one struck out
286 batters. He summed it up by stating, “Therehaeen few ten-year periods in
history that could boast of players succeeding dtarally in so many different ways”

(p.296).

There was clearly a change in how the game wastated and how players were
helping their teams win. But as Rader (1992) s@itthough offensive and defensive
statistics remained essentially unchanged, fansessted a new kind of game. It featured
raw power, dazzling speed, and specialized pit¢Him@09). In comparison to the era
preceding it, the statistics had not undergonetidrasanges, but the new structure and

skillsets of the players made it seem like it. d_tke last half of the expansion era, the
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rules on the field again favored the hitters as noer game rose and offense was

perceived to have dominated pitching.

The Steroid Era (1994-2005)

Many may find it ironic that the steroid era rgalid not begin until after steroids
had been added to Major League Baseball's banrestance list. As Grossman et al
(2007) noted, "Steroids finally made it to baseébdlbnned substance list in 1991,
however testing for major league players did ngjimentil the 2003 season” (p.2). The
important lesson is that testing did not beginll#@D3, and even then, testing positive
held no consequences for the players as a firgiy@mgest resulted in treatment for the

player (Baseball Almanac, 2012).

As baseball came back from the player’s striké984, attendance declined
rapidly. Lenhardt (2010) argued that, “steroidg/have saved baseball after the 1994-
1995 strike, which angered fans and resulted andtince dropping by almost 10 million
in both the National and American leagues” (p!¥gjor League Baseball needed a way

to bring fans back to the parks after alienatingiynaf them.

It was not until the famed Home Run Race betweark\WcGwire and Sammy
Sosa in 1998 that attendance numbers recoveradthiBaeason, the argument has been
made that Major League Baseball allowed steroidaig® unchecked, and therefore
allowed an explosion of offensive numbers. PerateStrofessor Charles Yesalis said in
an interview with USA Today that owners valued haunes because, “When they were

down in the dumps in the early '90s, they saw whidled them out . . . balls going over
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the fence”. He gives another reason for Major lueaBaseball to allow steroid use to go
unchecked by saying, “When billions of dollars erelved, they don't want to lose that”
(Mihoces, 2003). They may have chosen to ignotauit the evidence of steroid use was

there.

Grossman et al. (2007) stated that, “Evidenceerb&l use was rampant.
Offensive numbers were way up. In 1996, the Oridléariners, and Athletics all broke
their single season home run records” (p.2). &ichvaneveldt (2011) strengthen this
argument by saying, “offensive performance shaimtyeased during the beginning of
the Steroids Era and remained at relatively higklethrough the 2008 season” (p.2).
From the gathered works of baseball historiansstaiisticians alike, it is agreed that

hitting dominated pitching in the steroids era.

Post-Steroid Era (2006-pr esent)

The Post-Steroid Era is being added at the disecret the researcher. There are
two main factors for distinction of the Post-Ster&ra. First, beginning with the 2006
season, the penalties for testing positive forostisr(or any banned substance) became
harsher than ever before (Associated Press, 2009005, players testing positive for
steroids received a 10-day ban for a first offeas@)-day ban for a second, a 60-day ban
for a third, a 1-year suspension for a fourth, dredpenalty for a fifth positive was to be
a “Commissioner’s decision” (Bodley, 2005). Thé&@&eason saw the implementation
of a system where a player received a 50-gamedramfirst offense, a 100-game ban for

a second offense, and a lifetime ban for a thifdnsfe (Bloom & Molony, 2005).
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Since the new system was implemented in 2006, 2Myositive tests for
performance enhancing drugs have been confirmtégkd¥lajor League level. Since
2006, only Manny Ramirez, Guillermo Mota and Elizédfonzo have tested positive
twice, inciting 100-game suspensions (Dittmeied, 20 It is not a Post-Steroid Era in
the sense that steroids have been removed frogathe. Longtime columnist Ray Ratto
(2012) said completely eliminating steroids isealistic because, “there will always be
players who look for the envelope to see the bastte push it. If there are no more
positive tests, that means baseball has esserstajyped caring”. The goal is that the
harsher penalties help deter players from usingusethe consequences are greater than

ever.

The second factor that led to labeling the pesiode 2006 as the Post-Steroid
Era is the resurgence of pitching. The 2010 seasbtajor League Baseball was
frequently referred to as “The Year of the Pitch@hen, 2010). This is a distinction
that was also given to the 1968 season, whichdekle immediate and dramatic changes
to the pitcher's mound which were chronicled eailiethe Expansion Era (Chen, 2010).
For only the third time in Major League Baseba#itbry, six no-hitters were thrown in
2010. During the 2012 season, seven no-hitters tireown including three perfect
games. The resurrection of pitching dominancerardher penalties for steroids appear

to be more than a coincidence.

The Casefor On-Base Plus Slugging Per centage (OPS)

Baseball has no shortage of statistics to usa@mating to make predictions. In

baseball, games are won by scoring more runs tleogponent. Bill James’
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Pythagorean Percentage is widely considered thé¢ awoarate for predicting winning

percentage. ltis:

RunsScored

Win% =
n% (RunsScored + Runs Allowed)

Grabiner (1994) supported James’ model by saying:

At the team level, a good measure of offense shbaVe a strong correlation
with runs scored. This means that it should beiptsto predict runs scored
reasonably well from the measure; the best tegntisi® measure should score a

lot of runs, while the worst teams should scomgy vew (p.1).

Therefore, finding the best statistics to predidifference between the runs scored and

the runs allowed, provides powerful informatioromaer to build a winning team.

In his popular booMoneyball,Michael Lewis (2003) relayed what former
Oakland Athletics general manager Sandy Aldersandmut about predicting

differences in runs scored:

By analyzing baseball statistics you could seeuyh a lot of baseball nonsense.
For instance, when baseball managers talked aooung runs, they tended to
focus on team batting average, but if you raratiedysis you could see that the
number of runs a team scored bore little relatmtihat team’s batting average. It
correlated much more exactly with a team’s on-lzasbslugging percentages. A

lot of the offensive tactics that made basebahagars famous — the bunt, the
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steal, the hit and run — could be proven to haenbin most situations, either

pointless or self-defeating (p.57).

In order to cut through the “nonsense” that Aldarseferred to, one must not simply
determine what the greatest predictors of runsestare, but must utilize them in order
to increase winning percentage. Grabiner (1994jaeced Alderson’s claim by saying
that batting average does not have a strong ctomelaith runs scored, and that in fact,
it is common for the team with the best battingrage to be below average in runs

scored (p.1).

Hakes & Sauer (2007) strengthen the argumentein timdings that, “two
statistics explain the bulk of the variance in vingnpercentage across teams: the team’s
on-base percentage and its slugging percentagdiyveeto the same percentages it allows
for opponents” (p.178). On-base percentage (OBfgsores a player’s ability to reach

base. OBP is calculated by:

H + BB + HBP
AB + BB + HBP + SF

OBP =

In the equation, H = hits, BB = walks, HBP = hitfyches, AB = at-bats and SF =
sacrifice flies. Slugging percentage (SLG) distiispes between different hit values and
calculates the average number of bases reacheddbrat-bat. SLG is calculated by:

1B + (2x2B) + (3x3B) + (4 x HR)

SLG =
AB

In the equation, 1B = singles, 2B = doubles, 3Bipid¢s and HR = home runs. On-base

plus slugging percentage (OPS) is simply the anlditbf OBP and SLG.
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OPS = OBP + SLG

On-base percentage and slugging percentage arothweiare each highly
correlated to scoring runs. Albert & Bennett (2D6larified the rationale for using OPS
over either statistic by themselves by saying, &tie SLG and OBP taken together as

OPS produce a far-superior model than using eitttvidually” (p.166).

The findings that Alderson used have been confirmany times. Moy (2006)
found that, “the proportion of the amount of vadarnn runs scored that can be explained
by OBP and SLG, is .908” (p.22). Albert (2010)iouthat, “89% of the total variation
in runs scored can be explained by the differemt&@PS” (p.3). And in their findings,
Hakes & Sauer (2006) found that the difference BP@an explain 82.5% of the
variation in winning percentage, the differenc&itG can explain 78.7% of the variation
in winning percentage, and the difference in OR%exglain 88.5% of the variation in

winning percentage (p.175).

Compared to all other baseball statistics, OPSH®strongest correlation with
runs scored, runs allowed and winning percent&es is typically viewed as an
offensive statistic as it measures offensive outfut by calculating OPS Against
(OPSa) for a team’s pitching staff, offensive otitpan be calculated against that team in
order to easily compare OPS to OPSa. This allowestdcomparison of the same

statistic so that the impact of offense and pitghdan be measured on the same scale.
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CHAPTER 11

METHODOLOGY

Case Study

It is important to understand why a case studlgespreferred methodology for
the particular research. As earlier explainedconseptions about the appropriateness of
the case study have led some to undervalue it4sneZreswell’s (1998) definition of a
case study captures the essence of this partistuldy as he describes it as, “an
exploration of a bounded system or case (or meliplses) over time through detailed,
in-depth data collection involving multiple sourag@snformation rich in context” (p.61).
The use of both quantitative and qualitative infation and the longitudinal aspect of

this study create the rationale for a case study.

The attention given to looking at a single casereader a more complete
understanding of what is actually happening. S{ak85) described such by stating that
a case study is, “an intensive, holistic descripaiad analysis of a single instance,
phenomenon, or social unit” (p. 27). By lookingaatingle phenomenon it is imperative
to take a more intensive approach because the feaasnarrowed that it is necessary to
draw meaningful conclusions. In the end, this ptes for a greater explanation of what

is being studied.

The purpose of conclusions drawn from a case stuttybe able to apply what is
learned in the same context. Cassell & Symon (R@64cribed it as the attempt to,

“understand everyday practices and their meanmgjsase involved, which would not be
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revealed in brief contact” (p.325). The objectofeesearch dealing with baseball
statistics is ultimately to determine trends tgohahderstand why teams win games.
There are so many variables involved, that it isegeary to take an exhaustive approach

to each variable in order to fully comprehendtportance.

Yin (2003) supplied three specific criteria in whia case study would be
considered the ideal approach. First, the reseqrektion must address the study
through why, what or how questions. Next, the degif manipulation of antecedent
conditions must have attention paid to it. A cstsgly should have a low manipulation,
meaning the researcher has little to no controt twe actual events being studied.
Finally, the focus of the study should concentmatengoing as opposed to historical

events.

Based on these criteria, the study of the effe@RS on winning percentage
across the different eras of Major League Baselbgihs itself well as a case study. The
research question emphasizes the understandinmoing percentage in different eras
compared to the perceptions of each era by asking what and how questions. There
is no control of antecedent conditions by the rnedesr necessary as it investigates events
that have already occurred. Finally, althoughdrmistl data is being researched, the
focus is to better understand the history in otddryetter understand the present and
future. Sabermetric-centered research relies ®bdvy of statistics available throughout
the past to better understand it and make moretaféepredictions about the future

(Grabiner, 1994). This study certainly falls imatllescription.
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Sampling Procedure

There are two types of sampling typically useddam sampling and purposive
or non-random sampling. Each exists for theingjties based on the type of research
being conducted. Merriam (1998) stated that puveosampling, “is based on the
assumption that the investigator wants to discawederstand, and gain insight and
therefore must select a sample from which the mastoe learned” (p.61). Because of
this, the effect of OPS on winning percentage actis different eras of Major League

Baseball was purposefully selected.

The relative strength of OPS as a predictor ofmig percentage compared to
other statistics, and its ability to be used a# laohitting and pitching statistic make it
ideal for this study. In order to draw the meafithgonclusions that a case study can
provide us, the strongest statistics must be usbdrwise the entire endeavor is

compromised.

Procedure of Data Analysis

There is an abundance of sortable baseball statestailable online. For this
study, MLB.com was used because it included alegsary statistics in one place. A
Microsoft Excel (2010) spreadsheet was creatediichtded team name, league
(National League or American League), year, winrpagecentage, OPS, OPSa, and era.
The era column was created for easy separatioaabf era for later analysis, starting

with the Dead Ball Era represented as era 1 anBdlsé Steroid Era represented as era 7.
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IBM SPSS (20.0) was used for all analyses as agbadinis study. Table 1 displays how

the eras will be represented in later analyses.

Table 1
Era Designations for Analyses
Numerical Value Associated Era
1 Dead Ball Era
2 Live Ball Era
3 Integration Era
4 Expansion Era
5 Free Agency Era
6 Steroid Era
7 Post-Steroid Era

All of the relevant information was entered inbe tExcel spreadsheet by hand.
One challenge in the data entry began with the 5@48on. Prior to 1950, the statistic of
OPSa was not available. After exhaustively seacharious sites that deal in baseball
statistics, OPSa could not be found prior to 196@vas confirmed in an email by Neil
(personal communication, March 16, 2012) from balebkference.com that the reason
the statistic is not available is because pricka60 MLB did not officially track doubles
and triples against pitchers, making it impossiblaccurately calculate slugging
percentage against (SLGa). Since SLGa is oneoh@PSa, there is no reliable statistic

of OPSa prior to 1950.
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Not having OPSa prior to 1950 presents an obvooaklem in trying to compare
OPS to OPSa for each era of the modern era of blisés a possible alternative to
OPSa, reliable statistics to calculate On-BasedP¢age Against (OBPa) are available
for every year of the modern era. There are sésturdies that have concluded that OBP
is a better predictor of winning percentage thaGSIT'wo studies (Moy, 2006; Winston,
2009) both found that OBP is roughly twice as imt@oras SLG. Hakes & Sauer
(2006) found that the coefficients for OBP are mibian twice as large as the coefficients
for SLG (p.175). In a subsequent study, Hakes 8e5&007) found that the
coefficients for OBP range anywhere from 2.4 totBries more important than SLG for
various periods they examined (p.181). As a rasuhis, they concluded that, “the
relative contribution of OBP to winning is abouti¢® that of Slugging, for the sample as

a whole, and in every sub-period as well” (p.181).

The existing literature unequivocally states 8P is a better predictor of
winning percentage than SLG, so in the absencdPd,@ is more effective to have OBP
available than SLG. This still presented the peobbf whether OBPa was a viable
replacement of OPSa when OPSa is not availablberA& Bennett (2001) suggested
that it is a viable replacement by claiming th&@BP appears to be at least on par with
OPS in predicting runs scored for nineteenth cgrteams” (p.166). This led to the

creation of a new column in the Excel spreadslt@BRa.

Having OBPa for each year of the modern era alibbaveorrelation to be run for
OBPa and OPSa from 1950-2011, to determine if ldnencof OBPa being a viable

replacement was true. A Pearson Correlation washat returned a correlation of
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R?=.797 between OBPa and OPSa. As was expectewng srrelation existed,
making OBPa a viable replacement for OPSa prid9t0. This led to yet another
column created in Excel labeled OPSa/OBPa. Thplsirepresented the relevant

statistic, either OPSa or OBPa, based on avaitgbili

The next step was to run two separate multipleesesgon analyses to determine
the significance of OPS and OPSa/OBPa on winnimggmeage for the modern era. The
first analysis was run for the years 1950-201fwresent when OPSa is available. The
second analysis was run for the years 1901-1948p@sent when OPSa is not available

and therefore OBPa has to be substituted.

The final step to reach a point where hitting pitdhing could be compared
within each era was two-fold. First, a Univariateadysis of Variance (ANOVA) for
OPS, OPSa/OBPa and Era was run. Three separat& AM@dels were run; Model 1
with just OPS and Era, Model 2 with just OPSa/OBRd Era, and Model 3 was a full
model with OPS, OPSa/OBPa and Era. Interactiotvgdas OPS and Era as well as
OPSa/OBPa and Era were run as part of the ANOVAketermine if the differences
between the Eras were significant. Then, as gaach model, correlations were run,
sorting the cases by era, to return Pearson Coaore$abetween OPS and winning
percentage and OPSa/OBPa and winning percentagadbrera. Using these
correlations, hitting and pitching could be complade@ectly, within each era, to

determine which was more influential to winning gartage.

In the process of running these analyses, it wakzed that the Integration Era

was split in half by the availability of OPSa. drder to measure pitching by the same
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statistic for the entire era, OBPa was substitéidedPSa for the entire era even though
OPSa was available for 1950-1960. This distincii@s implemented for the ANOVAs

and accompanying correlations that were run to @mpras.
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CHAPTER IV

RESULTS

In order to the get the desired results whereethe could be compared, several
statistical analyses had to be run. Included walsipte regression and ANOVA, with
specific attention paid to the Pearson correlateamtwompanying the ANOVAs. The
Pearson correlations provided the information to@ty compare the eras, but the
multiple regression and ANOVA analyses needed tddmmed significant for the

Pearson correlations to have any significancedasthdy.
Multiple Regression

First and foremost it had to be determined whe@®$ was a significant
predictor of winning percentage in the modern begause if not, the remainder of the
study would have been moot. This check of sigaiftce was determined through two

separate multiple regression analyses.

Table 2

Multiple Regression with Pearson Correlations
1950-2011

OPS A67**

OPSa -.466**

1901-1949

OPS 435%*

OBPa -.091**

Note. ** = correlation with winning percentage
is significant at the .001 level.

For 1950-2011 R” = .788, for 1901-1949 R” =.247.
Pearson Correlation between OPSa OBPa =.893
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Table 2 illustrates that all of the statisticsngeused for the analysis are
significant at the .001 level. OPS has a posttimeelation with winning percentage
because it is a hitting statistic, so the high&s,ithe more runs a team would score and
increase winning percentage. Conversely, OPSa/@BRegatively correlated with
winning percentage because it is a pitching statisb the lower it is, the less runs a team

would allow and increase winning percentage.

OPS does not show a large change in its relatipristwinning percentage
between the two periods with correlations of .46 &35. For the period of 1950-2011,
OPS and OPSa showed nearly the exact same carnetatieach other to winning
percentage. This meant that despite potentiamdiffices in eras throughout this time
period, as a whole, hitting and pitching has ctwtied the same to winning baseball
games since 1950. Although the observed correldioOBPa at -.091 is not as strong
as the correlation for OPSa, at -.466, it is stilignificant predictor. This strengthens the
argument that OBPa is a viable replacement for OA®a difference in Rvalues from
the 1950-2011 period (.788) and the 1901-1949 ddri?7) possibly reflect the
difference made by substituting OBPa for OPSa. fabhethat they are different groups

of eras may also have something to do with this.
ANOVA

Since the multiple regression returned signifigasults, it was possible to
examine the differences in the eras themselvesubgignificant measures of OPS and

OPSa/OBPa.
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Table 3

ANOVA results for OPS, OPSa/OBPa and Era
Model 1 p-value
Era 0.043
OPS <.001
Era*OPS 0.032
Model 2

Era <.001
OPSa/OBPa <.001
Era*OPSa/OBPa <.001
Model 3

Era 0.001
OPS <.001
OPSa/OBPa <.001
Era*OPS 0.002

Era*OPSa/OBPa <.001
Note. Model 1 R? = .332, Model 2 R* = .355,
Model 3 R? =.790

Table 3 illustrates that each of the models prewicesults that are significant at
least at the .05 level, with many significant & t@01 level. What was most interesting
is that the interactions tell us that the differembetween the seven eras are, in fact,
significant. The way in which hitting and pitchiegntributed to winning percentage in

each era is unique to how it contributed to winniegcentage in the other eras.

The significant interaction in Model 1 suggeststttne way in which OPS affects
winning percentage depends on the era. It was trl@a the literature and multiple
regression analyses that OPS was a significantqioed This was important because

although OPS is a significant predictor of winnpgycentage in each era, OPS does not
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affect winning percentage in the same way frome&ra. On the basis of OPS, the eras

are unique.

The significant interaction in Model 2 demonstdatiee same thing as Model 1
did, but for OPSa/OBPa. Already knowing that O a is a significant predictor of
winning percentage, the interaction revealed thattay in which OPSa/OBPa affects
winning percentage depends on the era. Justdik®@PS, each of the eras is unique

based on how OPSa/OBPa predicts winning percentage.

Model 3 builds off of what was learned from thestfitwo models. Model 3 is a
full model, including Era, OPS and OPSa/OBPa insdm@e analysis. When both
statistics are included, it is observed that theractions are still significant. The fact
that the interactions stay significant when bottistics are included in the model
signifies that each statistic is a different pheraon. It is not simply the same thing
looked at from different sides. This is importaetause it allows the confident

comparison of the statistics within each era and/éen the eras.

Pear son Correlations

Pearson correlations for OPS and OPSa/OBPa forexacallowed direct
comparison to determine whether hitting or pitchtegtributed more to winning
percentage in each era. The multiple regressidmrAANOVA analyses had built on each
other in order to allow the examination of the Bearcorrelations. The results of the

multiple regression and ANOVA analyses allow thafwent comparison of the
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observed Pearson correlations because each preanalysis had returned significant

results.

Table 4
Pearson Correlations for Each Era
Pearson’s
correlations to
Era win% for each era
1 OPS .540**
OPSa/OBPa -.619**
5 OPS .603**
OPSa/OBPa -.615**
3 OPS .643%*
OPSa/OBPa -.616**
4 OPS .553**
OPSa/OBPa -.548%*
c OPS .554**
OPSa/OBPa -.507**
6 OPS 567**
OPSa/OBPa -.644**
2 OPS 522%*
OPSa/OBPa -.564**

Note. ** = significant at the .001 level

Table 4 illustrates the Pearson correlations foB@Rd OPSa/OBPa for each era. As
would be expected based on previous analysepradllations are significant at the .001

level.

It can be determined which statistic contributemterto winning percentage in

each era by simply comparing the absolute valuéiseo€orrelations from Table 4, with
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the higher of the correlations contributing mo@PS is positively correlated with
winning percentage because it is the measure sfscored. OPSa/OBPa is negatively

correlated with winning percentage because itesnieasure of runs allowed.

The Dead Ball Era

It is clear from Table 4 that the correlation beém OPSa/OBPa and winning
percentage (-.619) in the Dead Ball Era is stromiggn that of OPS and winning
percentage (.540). This is a fairly large dispgadbietween hitting and pitching, so based
on this it can be concluded that pitching was miqgortant than hitting in this era.
Because of the large disparity, it can be arguatighching not only was more
important, but that it was dominant. This falldime with the perception that the Dead
Ball Era was dominated by pitching. The perceptibthe era is supported by the

statistics.

ThelLiveBall Era

Table 4 shows that the correlation between OPSa#&C#lE winning percentage
(-.615) in the Live Ball Era is stronger than tbAOPS and winning percentage (.603).
These correlations are much closer than the omeged from the Dead Ball Era, but they
still show that pitching contributed more to wingipercentage than hitting. The
perception is that hitting drove the Live Ball Ebait the statistics show that pitching was

more important to winning baseball games.

The correlations between the Dead Ball and Livik &as show pitching

remaining almost constant (-.619 and -.615), bait tiffense clearly took a jump in the
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Live Ball Era as the correlations with winning pemtage drastically increased from .540
to .603. Hitting undoubtedly became more importaah it had been in the Dead Ball
Era, which might explain the perception of hittieggning supreme, but it was not
enough to surpass pitching in how it contributewitaning percentage. The perception

of the Live Ball Era does not match up with theistes.

Thelntegration Era

Table 4 shows that the Integration Era is the @ratof the modern era of baseball
where hitting was more important than pitching.e Qorrelation of OPS and winning
percentage (.643) is higher than that of OPSa/CQiidavinning percentage (-.616). The
Integration Era saw the proliferation of hittingtthad begun in the Live Ball Era finally
surpass pitching in terms of its contribution toming percentage. Pitching, again,

remained quite constant as it had between the Bathéind Live Ball eras.

Of interest is the steady increase in the coirlatbetween OPS and winning
percentage through the first three eras. Of egtedest is the relative consistency of the
correlations between OPSa/OBPa and winning pergenth is understandable that the
perceptions of the era were centered on the inedeiasportance of hitting, because
clearly, hitting was becoming more important. B argument can also be made that as
hitting was becoming better, the assumption wasentlagt pitching must have been
getting worse. The correlations show us thathencontrary, the importance of pitching
had remained almost completely steady for 60 yéaosigh the first three eras. In the
end, the perception of the Integration Era holde &s the continued rise in home runs

helped hitting overtake pitching in importance tmmng percentage.
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The Expansion Era

The Expansion Era exhibits the closest correlatiorcompare in Table 4. The
correlation for OPS and winning percentage (.553)ightly larger than the correlation
for OPSa/OBPa and winning percentage (-.548). shiall discrepancy between the two
lends weight to the perception that hitting andlpiig were quite equal throughout the

era.

Of note is the fact that the correlations, both@®S and OPSa/OBPa, dropped
sharply from the correlations of the Integratiom.Ef his begs the question of what
would cause such a drop in both the importancattidy and pitching in relation to
winning percentage. Perhaps external factorshatot been present in previous eras
took their toll during the Expansion Era. With argion across the country, teams
would have had to endure more travel than in tis¢. pimcreasing the number of teams
meant more players, many of which were probablyofithe same skill set than the
present players. Many new teams also meant mampatparks with new dimensions

that players were not familiar with.

It is a reasonable assumption that the rule clearegarding the pitcher’'s mound
in1969 had a part to play in the decline of pitchimportance. Many of these variables
cannot be factored into this study as it is stextubut it is worth noting for the
possibility of future research. For the purposethis study, the statistics show that

hitting overall, contributed more to winning pertae, albeit by the slightest of margins.
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The Free Agency Era

The Free Agency Era from Table 4 shows the coroglatstaying in the same
range as those from the Expansion Era, as thegrastically lower than the preceding
eras. The gap between the correlations for OPSvaming percentage (.554) and
OPSa/OBPa and winning percentage (-.507) widerted Wwhat was viewed in the

Expansion Era.

The correlation observed between OPSa/OBPa anudmgpercentage is easily
the lowest correlation in Table 4. This may lenorenfuel to the belief that the rule
changes to the pitching mound in 1969 were an adrstment and favored the hitters
far too much. Additionally, with the inception thife DH in the American League in
1973, pitchers had a tougher lineup to go throwgthay longer had another pitcher to

throw to at the bottom of the batting order.

As it was in the two eras preceding it, hittingntduted more to winning
percentage than pitching in the Free Agency Etais flls in line with the perception

that hitting led the way because of the rule charbat favored the hitters.

The Steroid Era

The difference in correlations for OPSa/OBPa anthwig percentage (-.644) and

OPS and winning percentage (.567) is not only tltest discrepancy of any era, but it

does not align with the perception of the era. 7644 correlation between OPSa/OBPa

and winning percentage also represents the siagiedt correlation for either stat in any

era.
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Not only did the -.644 correlation represent tighast observed correlation in all
of Table 4, it represented the single largest ckan@ correlation from one era to
another. As discussed, the rules had swung het@avibvor the hitters, which is
supported by the correlation of -.507 for OPSa/OB&wa the Free Agency Era. While
the correlation between hitting and winning peragetsaw a small uptick in importance
(from .554 to .567), it pales in comparison to thange in the importance of pitching

from the Free Agency Era to the Steroid Era.

The correlation between pitching and winning petage saw a jump to levels
that had not even been approached since the Itimgira. Offensive numbers may
have skyrocketed in the steroid era, but this stlahws that pitching dominated hitting

as it relates to winning percentage in the Steffoal

The Post-Steroid Era

Table 4 illustrates that the Post-Steroid Era shaweturn to the level of
correlations that were observed in the ExpansiahFare Agency Eras. The trends in
the league that led to the distinction of the F&ist-oid Era are upheld in the statistics.
The differences in correlations for OPSa/OBPa aimhivg percentage (-.564) and for
OPS and winning percentage (.522) show that pi¢chontributed more to winning
percentage than hitting. Lending more weight erémasoning for creating the Post-
Steroid Era is the fact that the .522 correlatietwleen OPS and winning percentage is

the lowest observed correlation for OPS and winpiegcentage in any era.
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Perhaps the distinction between the Steroid EdaParst-Steroid Era holds weight
simply for the rule changes, but the statistics@n¢ing the relative importance of
pitching shows strong similarities between the tWmt only has pitching been more
important than hitting since 2006, but hitting lobserved a lower correlation to winning

percentage than at any time in the modern era.
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CHAPTER YV

DISCUSSION AND CONCLUSIONS

The results of the analyses provided several mingyoutcomes as they are
compared to what is typically understood about eaah In all, the perceptions in five of
the seven eras were confirmed, while the perceptidthe Live Ball and Steroid Eras
were refuted. Is it merely coincidence that the &xas touted as the most offensively
prolific were the two in which the statistics didtrmatch up with the perceptions?
Perhaps an explosion of offensive output someh@mseésexier’ than a game dominated

by pitching, so baseball historians tend to roncaagi hitting.

The way in which a baseball game is termed may $&me insight into how the
public views displays of both offense and pitchifidhe combination of home runs and
many runs scored in general elicit the loudest kshaed are often referred to by terms
such as “barn burners,” or offensive explosionke §onnotation associated with a
highly offensive game is exciting, or exhilaratinGonversely, a game featuring a superb
pitching matchup is referred to as a “pitcher’sltiu@he term implies that the game will
showcase a struggle to score any runs and wilbixk of the excitement of an offensive-
laden game. With little to no offensive output,mpaiew such a game as boring as

hitters are continually set down in order withoit$ land runs to break the monotony.

The perception that offense was the catalydternSteroid Era appears to
be refuted by the statistics. The correlationthefSteroid Era in Table 4 provide the

type of results this study set out in search ofthwhe era almost exclusively labeled as
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an offensively driven era, the empirical data simgithat pitching contributed more to
winning percentage may represent the most poigeaarhple of baseball historians

misrepresenting an era.

It is interesting that while pitching in the P&eroid Era shows a larger
contribution to winning percentage than hitting slaeis still a large drop from the
correlation observed in the Steroid Era. This wadem to support a belief that the
Steroid Era represented a gross miscalculationtaheulichotomy of importance

between pitching and hitting

The preference for offensive baseball that hagedrso many changes throughout
the eras may be no better characterized than @ntestadium construction. Beginning in
the mid 1990’s, baseball saw a wave of new stadionstruction. Many of the facilities
that were being replaced were built in the 1950d 60’s and were oftentimes built as
multisport or multipurpose stadiums. Because i, thost followed a very similar
design which ultimately made them aestheticallypypealing, provided poor sightlines
and made them unattractive to sponsorship oppdksrirom corporate America (Egan,

2010).

With the increase in size and scope of the spdustry, the new stadiums built
since the 1990’s are by and large sport-specifia(i2010). New baseball stadiums
have the ability to be built strictly for basebaBecause of this change in design, many
more visually attractive stadiums that can be taddo baseball needs and wants have
been constructed. Since the fans prefer an offerggame, many of these stadiums have

been built to favor offense, and specifically home hitters. Parks built since 1990 such
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as Coors Field in Denver, Rangers Ballpark in Ayiam, Chase Field in Phoenix, Great
American Ballpark in Cincinnati, Citizens Bank PankPhiladelphia, US Cellular Field
in Chicago, Oriole Park at Camden Yards in Baltiy@nd Yankee Stadium in New
York and are routinely referred to as “bandboxes! &ind themselves in the top 10 for
hitter friendly parks (Cockcroft, 2010). In basklb@rms, a bandbox is a field with

smaller dimensions that favors offense, and pdaittuhome runs.

The fans’ propensity to prefer an offensive mindache and the ballparks the
game is played in are undoubtedly not the onlyaxaiions for the contradiction of
statistics and perceptions in the Live Ball and@&@tkEras; but due to the results
discovered from this study about the Steroid EhRost-Steroid Era, the differences

between the two eras may warrant a study of its.own

It is also possible that the hitting was so muetidy across the board in these eras
that the teams who could simply field a pitchintatmn of decent starters saw a
significant advantage over teams who rolled owtation of fringe-average pitchers. It
seems like more than a happenstance, thoughhthatas in which the differences are
perceived either in favor of pitching, slightlyfiawor of hitting, or equal between the two
are the eras in which the statistics match up thighperceptions. Future studies should
focus on how pitching truly differed between thaseto determine this. Also, a future
study might include an appreciation of some asp&dise actual stadiums in which the

games are being, or have been played.

It is easily observed by looking at the correlasidhat there is a noticeable

variance in the correlations from era to era. therpurpose of this study, a two-way
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interaction was done to determine merely if thes @vare significant from each other.
Future studies should look into whether or notgpecific differences in the correlations
from era to era are significant. This would reguarpost-hoc analysis doing pairwise
comparisons of the correlations between specifis.eAdditionally, a future study could
include a three-way interaction to help determfrtee ways in which OPS and
OPSa/OBPa change from era to era are differentndigpg on whether the focus is on
OPS versus OPSa/OBPa. This would require a rdssandth an in-depth understanding

of the procedures.

While there are many studies on the subject oflals statistics (Pujol & Nix,
1994), there seems to be an apparent lack of stimliesing on comparing the eras of
baseball. With such sharp distinctions made betwee eras for the purpose of looking
at baseball history, it makes sense to study thierehces between the eras to better
understand them. Many of these distinctions weadarwell before advanced statistics
found their home in baseball. There are too mugdglata and statistics available on

baseball to ignore what they can help us comprehend

It is important to note that no statistic canyiudapture what is observed on the
field. More clearly put, no statistic measures%08f winning percentage. There are
always factors beyond what is being studied. Byneans is the way this study was
conducted the only way to measure the importantdtiihg and pitching in baseball.
With the growth in the use of sabermetrics at tighést levels in the past decade as a
tool for making baseball decisions (Woodrum, 201f2re is a plethora of statistics

available that can be used to predict winning peege. This study simply used a
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statistic that was already shown to correlate lyighth winning percentage and could be
directly compared to examine the beliefs that mfamig as truths. The examination of
other relevant statistics is needed to gain a roongplete understanding of the

differences of the eras.

This study showed that there are differences betveeas based on how winning
percentage relates to both OPS and OPSa/OBPace dlissences do not always align
with the perceptions about each era. As a whbleas interesting that a majority of the
objective information paralleled the subjectiveqegtions. Despite a majority of
agreement, the differences between perceptionseatity in the Live Ball and Steroid
Eras provided many great insights into the legitiynaf some of the perceptions and
offer opportunities for further research. Furthesearch should continue to uncover just

how accurate the perceptions are.
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