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ABSTRACT

Medical trend is the most important component used to indicate and file rates.

Insurance companies use trend to forecast future costs and premiums. Governments

use medical trend in the rate review process. This thesis reviews four methods used

to find a trend factor: average ratio, linear regression, exponential regression and

time series analysis method with rolling average technology. A software package is

developed to calculate medical trend based on annual data or monthly data. An

efficient method to detect the outliers is also presented.
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CHAPTER 1

INTRODUCTION

Medical costs keep growing every year. The mean annual health insurance pre-

mium in the United States for employer sponsored family coverage was $13,770 in

2010. This equates to an increase of 114%, more than four times the rate of inflation

over the past decade [8]. The health insurance per family increased further to $16,351

in 2013 [9], up 18% from year 2010. These increases, or medical trends, are the single

most important factor that causes health insurance rates to rise. Trend analysis uses

historical experiences to project, or estimate, future experiences. This analysis is vital

in determining the reasonableness of proposed health insurance rates for a projected

period.

1.1 Background

In 2012, the Actuarial Science Program at Middle Tennessee State University (MTSU)

was selected by the Tennessee Department of Commerce and Insurance (TDCI) to

examine the Patient Protection and Affordable Care Act legislation. During this

project, the MTSU Actuarial Science Program examined several trend analysis meth-

ods and developed a software to calculate medical trend factor. I have participated

in this project and continued studying the application of trend analysis methods in

medical trend estimation after this project. This thesis was completed based on this

background.
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1.2 The Development of Trend Analysis Methods

The primary purpose of medical trend analysis is to forecast future medical costs or

claims. Insurance companies can use the forecasting to determine the future health

insurance premiums. Administrators can use the information to determine the rea-

sonableness of the premiums charged by health insurers. Governments can use it to

monitor the health systems. A variety of trend analysis methods have been developed

for trend analysis. They can be used in many areas, not limited to medical trend esti-

mation. For instance, trend analysis methods have been developed for climate change

study [4].

Linear regression is a well known statistical method that can be used for prediction

and forecasting. The use of linear regression in trend analysis is summarized in [14].

In linear regression, it is assumed that there is a linear relation between the detection

and estimation. This relationship can be calculated either using least square method

or minimum absolute deviation method. The first one is more popular and has the

advantage of easy implementation by solving a linear system, while the second one is

more robust in case that there are outliers in the data set.

There are various extensions to linear regression method that can be used for

trend analysis. Logistic regression and exponential regression are typical methods

under the term of generalized linear models. These methods assume that the linear

relationship exists between the transformed response variable and the explanatory

variables, instead of the original variables. They are more realistic to model the

incremental pattern of the variable under investigation if the values of the variable are

expected to grow exponentially (i.e., at a stable rate from period to period). These

methods have been used in analysis of climate and weather data [4] and maternal

and child health insurance [6]. Another regression model, Poisson regression, is also
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discussed in [6] when Rosenberg analyzed the trend in child health insurance. It

assumes the response variable has a Poisson distribution. The advantage of Poisson

regression in contrast to ordinary least squares regression is its ability of accounting

both for the fluctuation across time and the variability at each time point.

In his trend analysis of large health administrative databases [13], Azimaee used

inverse proportional function and negative exponential model to fit the data. These

two methods are appropriate when the response variable is decreasing in time. As we

know the medical costs keep growing, they are not suitable models for medical trend

analysis.

Analysis of Variance (ANOVA) is also a well known statistical method that can

be used for trend analysis when there are two or more samples. For example, the

two-way ANOVA can be used when there are more than one independent variable

and multiple observations for each independent variable. It has also been used in air

pollution impact and trend analysis [2]. This method, however, does not emphasize

on forecasting. Instead, it is useful to analyse the impact of the drivers to the overall

trend.

Time series analysis is a very useful method for forecasting the future [11]. A

time series is a collection of observations of well-defined data items obtained through

repeated measurements over time. Medical costs or claims are clearly examples of time

series data. Such data are usually correlated. Time series methods, like autoregressive

model, can diagnose the precise nature of the correlation, adjust for it, forecast the

future values more accurately.

There are also non-parametric trend analysis methods. For example, Helsel and

R.M. Hirsch [5] used the Kendall-Theil method in their research of water resources.

Aroner [7] introduced the Wilcoxon-Mann-Whitney Step Trend. Other advanced



4

methods for trend interpretation include Triangular Episodic Presentation and Qual-

itative Scaling [3], the generic methodology for qualitative analysis of the temporal

shapes of process variables [12], etc.

1.3 Outline of This Thesis

From Section 1.2, we see that there exist a lot of methods for trend analysis. The

choice of the trend analysis method is crucial for a specific application. In this thesis,

my purpose is to summarize several elementary trend analysis methods that can be

used for health rate review purpose. I will briefly discuss the data requirements

and preprocessing in Chapter 2. Then in Chapter 3, four different trend analysis

methods will be discussed and compared with illustrations using both monthly data

and annual data. MTSU actuarial science program has developed a software package

that codes these four methods and reports the trend factors. An introduction of this

software package is given in Chapter 4. In Chapter 5, an outlier detection algorithm

is proposed to help refining the data and improving the trend analysis. The thesis is

closed by a summary in Chapter 6.
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CHAPTER 2

DATA

2.1 Data Collection

Before the forecasting process can begin, a reliable data set must be acquired to

calculate an accurate result. Suitable data may be obtained from either the insur-

ance companies, or from the government. Ideally, the historical experiences and the

projected experiences should come from the same source. Moreover, the most appro-

priate data is from the same group and the same policy or the same group of similar

policies if aggregate trend analysis is performed.

The key consideration of time period is the length of the experience. The most

recent 36 months to 48 months(3 years to 4 years) is typical. Shorter periods have

several flaws. First, fewer data points are contained in a shorter time period – leading

to unreliability and greater variability. Second, seasonal trends might appear as long

term – as a short period cannot show the behavior of longer than the period examined

seasonal effects.

Despite the law of large numbers, which states that increased data points yield

more precise results, long term data also has its own flaws. On one hand, finding data

for 10 years or more is difficult; on the other hand, long term data cannot represent

the recent data tightly, which causes more error in the forecasting result.

The data set is expected to include sufficient details for a rigorous analysis. Usu-

ally, insurance companies keep the detailed data and their actuaries can access and

use them for trend analysis and rate making. For confidentiality and/or other con-

siderations, insurance companies are reluctant to release these data sets. During the
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health rate review project, MTSU actuarial science program collected data sets that

include the following three items: earned premiums, incurred claims and members.

Earned premiums is the amount of total premiums collected by an insurance company

over a period that have been earned based on the ratio of the time passed on the poli-

cies to their effective life. The prorated amount of paid-in-advance premiums have

been “earned” and now belong to the insurer. Incurred claims is an estimate of the

amount of outstanding liabilities for a policy over a given valuation period, it includes

all paid claims during the period plus a reasonable estimate of unpaid liabilities, it

is calculated by adding paid claims and unpaid claims minus the estimate of unpaid

claims at the end of the prior valuation period. The term members reflects how many

members are under coverage by the company. Small membership coverage, for exam-

ple an enrollment under 5000, will usually have more fluctuations, thereby reducing

reliability for analysis. Although such data sets are not in very detail for rigorous

analysis, they contain minimal information required for a rough trend analysis.

2.2 Data Types

Two types of data are most popular in medical insurance rate filing. The monthly data

include the detailed policy experience including the number of enrollments, premiums

and claims, for each month. The annual data include summarized policy experience

for each calendar year. During the health insurance rate review project, we have

collected several data sets. In the following an example of annual data is shown in

Table 1 and an example of monthly data is shown in Table 2. They will be constantly

used to illustrate the application of trend analysis methods in the sequel.
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Table 1: Annual Data
Year Member Premium Claims
2002 4,502 1,396,672 328,817
2003 56,230 37,868,758 15,696,605
2004 113,960 140,280,573 70,092,810
2005 149,263 220,524,831 121,354,180
2006 172,861 280,557,935 153,043,772
2007 239,739 360,108,311 213,967,156
2008 318,920 488,863,006 303,885,153
2009 359,058 590,087,569 381,103,386
2010 360,780 659,526,858 412,991,147
2011 423,405 763,578,921 495,251,313
2012 434,103 782,272,935 516,647,394

2.3 Data Preprocessing

Since each buyer may have a unique policy from any other buyer, forecasting only

uses per member(PM) based data. Per member data eliminates errors caused by the

difference between the policy samples contained in a data set.

For monthly data, seasonality is a very common phenomenon for healthcare claims.

Neutralizing the fluctuation is quite important for the forecasting procedure. The pre-

ferred method to address the seasonality of medical claims is implementing calendar

year data or a rolling 12-month method. When a rolling 12-month method is used,

each month’s value is the average of that month and the previous 11 months’ values.

Let Mi be the PMPM costs for the ith month. The rolling average value for the ith

month is then calculated as

MRi =
1

12

i∑
j=i−11

Mi.

As a rolling 12-month method was used to eliminate seasonality in the data,

reversal is required for forecasted data points. More precisely, each monthly data

point is the forecasted data point times 12 minus the sum of the 11 former months’
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data. Let M̂Ri denote the forecasted rolling average value for the ith month. Then

the forecasted monthly costs is

M̂i = M̂Ri × 12 −
j=i−1∑
j=i−11

Mj

In Figure 1, we plot the monthly data in Table 2 and the corresponding rolling

average data. The blue curve, which represents the cost per member per month,

show obvious seasonal fluctuations. The medical cost at the end of each year is

always much greater than the cost in the early months of the year. This is largely

because of policy deductibles and partially because of the seasonality of pandemics.

The rolling average data, as represented by the red curve, show a clear increasing

pattern. Since characterizing the seasonality of the data is not our purpose and the

trend pattern is clearer in rolling average data, it is preferable to study rolling average

data in trend analysis.

Figure 1: Monthly Data and Rolling Average Data



9

T
ab

le
2:

M
on

th
ly

D
at

a

M
on

th
M

em
b

er
s

P
re

m
iu

m
s

C
la

im
s

D
at

e
M

em
b

er
s

P
re

m
iu

m
s

C
la

im
s

A
p
r-

08
56

8,
78

0
15

3,
94

2,
73

0
12

3,
92

6,
00

4
A

p
r-

10
52

9,
82

5
15

4,
52

2,
27

6
12

3,
77

5,
77

2
M

ay
-0

8
57

0,
34

2
15

5,
35

1,
77

5
12

7,
08

4,
25

8
M

ay
-1

0
52

9,
10

5
15

3,
91

1,
83

3
11

7,
05

5,
93

1
J
u
n
-0

8
56

7,
59

9
15

4,
92

5,
19

6
12

2,
34

1,
43

4
J
u
n
-1

0
52

8,
56

3
15

5,
01

4,
83

0
12

6,
99

0,
52

8
J
u
l-

08
56

5,
19

6
15

4,
87

0,
20

8
12

9,
27

8,
99

2
J
u
l-

10
52

7,
17

0
15

4,
41

3,
80

7
12

5,
69

4,
36

1
A

u
g-

08
56

2,
98

3
15

4,
69

6,
65

6
12

9,
24

4,
39

3
A

u
g-

10
52

3,
84

1
15

4,
89

6,
64

3
13

2,
31

9,
34

3
S
ep

-0
8

56
4,

16
5

15
5,

42
0,

05
0

12
8,

56
1,

07
6

S
ep

-1
0

52
2,

41
1

15
4,

05
8,

58
1

13
0,

51
6,

02
6

O
ct

-0
8

56
1,

73
8

15
6,

29
9,

42
9

13
8,

10
0,

11
3

O
ct

-1
0

52
0,

46
5

15
3,

47
9,

82
5

13
2,

62
9,

82
3

N
ov

-0
8

55
7,

83
5

15
4,

62
5,

93
3

11
9,

80
4,

17
7

N
ov

-1
0

51
9,

24
3

15
4,

07
1,

46
3

13
4,

99
0,

46
5

D
ec

-0
8

55
5,

75
8

15
4,

75
2,

18
6

13
9,

46
1,

51
5

D
ec

-1
0

51
9,

81
7

15
4,

19
0,

01
3

14
4,

21
6,

12
3

J
an

-0
9

55
4,

07
4

15
5,

34
0,

78
7

10
6,

68
4,

63
6

J
an

-1
1

50
5,

97
3

15
5,

09
8,

50
9

98
,4

40
,9

51
F

eb
-0

9
54

7,
11

2
15

4,
57

7,
08

4
10

8,
48

1,
90

3
F

eb
-1

1
50

4,
32

0
15

2,
25

0,
28

2
10

2,
85

6,
30

4
M

ar
-0

9
54

3,
64

0
15

3,
94

8,
88

2
12

1,
72

1,
04

0
M

ar
-1

1
50

3,
19

6
15

2,
44

0,
98

5
12

0,
04

9,
12

1
A

p
r-

09
53

9,
71

6
15

1,
98

9,
67

2
12

4,
22

2,
95

7
A

p
r-

11
50

0,
70

5
15

2,
29

9,
12

7
11

4,
16

4,
52

9
M

ay
-0

9
54

0,
47

2
15

3,
15

3,
86

4
11

9,
63

0,
97

0
M

ay
-1

1
50

0,
03

9
15

3,
07

5,
64

9
12

1,
73

3,
90

2
J
u
n
-0

9
53

8,
37

6
15

2,
35

8,
98

0
12

4,
02

4,
57

6
J
u
n
-1

1
50

0,
05

0
15

3,
86

5,
54

6
12

3,
83

8,
52

5
J
u
l-

09
53

8,
92

3
15

3,
37

1,
56

5
12

8,
55

4,
58

8
J
u
l-

11
50

0,
05

9
15

3,
54

1,
09

7
12

3,
78

5,
62

5
A

u
g-

09
53

7,
78

2
15

3,
69

4,
91

3
12

9,
85

0,
40

4
A

u
g-

11
50

2,
02

9
15

5,
08

5,
77

4
13

2,
39

7,
33

6
S
ep

-0
9

53
6,

51
1

15
3,

04
7,

98
1

13
1,

94
6,

86
2

S
ep

-1
1

50
1,

15
4

15
4,

96
6,

38
1

12
5,

48
5,

36
4

O
ct

-0
9

53
5,

24
4

15
3,

18
6,

93
9

13
6,

14
3,

32
7

O
ct

-1
1

50
4,

27
2

15
6,

03
9,

79
1

13
0,

34
4,

36
9

N
ov

-0
9

53
2,

69
0

15
3,

73
0,

13
7

13
1,

40
6,

89
0

N
ov

-1
1

50
5,

72
1

15
6,

27
0,

75
8

13
1,

43
3,

44
7

D
ec

-0
9

53
2,

08
5

15
2,

86
6,

34
2

14
7,

81
5,

60
3

D
ec

-1
1

50
6,

70
5

15
7,

44
4,

15
0

14
0,

89
2,

87
2

J
an

-1
0

53
1,

86
4

15
4,

23
3,

67
7

10
3,

49
2,

15
3

J
an

-1
2

50
9,

56
9

15
6,

74
8,

57
4

10
2,

71
6,

63
0

F
eb

-1
0

53
0,

91
2

15
4,

43
6,

45
4

10
9,

44
0,

61
1

F
eb

-1
2

50
8,

42
6

16
1,

53
4,

61
9

11
4,

42
4,

74
8

M
ar

-1
0

53
1,

84
1

15
4,

92
3,

98
5

12
8,

42
0,

68
9

M
ar

-1
2

50
8,

01
0

15
8,

46
5,

81
0

12
1,

32
5,

52
5



10

CHAPTER 3

METHODOLOGIES

In this chapter, we will discuss the four methods for trend analysis: average ratio

method, linear regression, exponential regression, and times series analysis. We will

also illustrate their application using the data sets in Table 1 and Table 2.

3.1 Average Ratio Method

The medical costs have been seen to increase from time to time. In the average ratio

method we assume the expected medical costs increase by a constant factor from

each period to its next period and the medical trend can be calculated as the rate of

change in expected medical costs. In practice, the real medical costs fluctuate and

the rate of change could be different from period to period. However, the law of large

numbers indicates that the average rate of change can be a good estimate for the

expected rate of change, i.e., the trend factor.

Given a series of data points D1, D2, . . . , Dn, the rate of change from the ith time

period to i+ 1th time period is

Ri+1 =

(
Di+1

Di

− 1

)
× 100%.

The average rate is then

R̄ =
1

n− 1

n∑
i=2

Ri.

When the data is annual, the average rate of change R̄ gives the annual trend. When

the data is monthly, R̄ gives the monthly trend. To report the annualized trend

factor, the following transform should be used:

Annual Trend = (1 +Monthly Trend)12 − 1. (1)
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As a illustrative example, we use the medical cost from year 2005 to 2011 in Table

1 and obtain the annual trend as:

Annual Trend =
R2005 +R2006 + ...R2010 +R2011

7
= 6.41%

indicating that the annual medical costs is expected to increase by 6.41% per year.

(We did not use the whole data set because some data points are likely to be outliers;

see Chapter 6.)

To forecast the future costs from the past experience we can use

D̂k = Di × (1 + R̄)k−i

for k > n and i ≤ n. Theoretically, any Di with i ≤ n can be used for forecasting

purposes. The problem with this method, however, is the the fluctuation in the data

point Di will be carried over to the forecasting. It is suggested to use several data

points to make forecasting and estimate the future costs using the average value.

In the average ratio method, we assume the data increases or decreases with a

stable rate. If the medical cost has a sharp increase or decrease for any two data

points, or if the data has perpetual fluctuation during the observed time, then using

the average ratio method will yield a large trend estimate error, an additional defect

exists with the average ratio estimation method. An example is illustrative. If the

2013 year’s data is used to estimate the 2014 year’s data according to the estimation

formula, then the forecast will also contain the error in the year 2013 and errors

accumulated before 2013. Therefore, the prediction may not represent a fully accurate

result.
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3.2 Regression Methods

Regression is an approach to model the relationship between a dependent response

variable and one or more explanatory variables. It considers data as a series, rather

than consider each time point separately. The series view point is the most outstand-

ing advantage of regression analysis. Regression is a common model to simulate the

behavior of a data series; as it considers the errors, which are systematic and observ-

able, generated by each data point. A regression model is therefore useful to predict

what is likely to happen in the next time period or even in the far future. An addi-

tional advantage of the regression method is that it can account for multiple factors,

which may affect the trend rate. For example, multiple linear regression model [11]

Y = β0 + β1X1 + β2X2 + · · · + βkXk + ε

can contain k factors that may affect the medical trend, such as the average age of the

insurance pool, the geographic factor, the average salary in a specific area and so on.

Additively, regression analysis can also make contribution to the outlier detection.

Though regression cannot neutralize the error, it can mute the error though outlier

detection with an appropriate confidence interval.

Regression methods are primarily based upon an ordinary least squares(OLS)

estimator to find the model that minimizes the sum of squared residuals. When the

data set only contains the minimal information as in Table 1 and Table 2, we can use

the simple linear regression model

Y = β0 + β1X + ε,

where the explanatory variable X is the date (e.g. 2002, 2003, . . . , 2012 for the data

set in Table 1) or the order number coding the date (i.e. 1, 2, . . . , 11), the response
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variable Y is the premium or medical claim costs in a per member per month basis.

By using this model we assume that the medical costs increase over each time period

is a constant.

In reality, the exponential regression

Y = eβ0+β1X+ε

is more preferable in medical trend analysis, as it assumes the increasing rate over

the interval is a constant and medical cost always grows rather than stable increase.

An exponential regression is in a multiplicative manner, but it can be transformed

to the simple linear model if we take the logarithm value both side of the equation,

which is

ln(Y ) = β0 + β1X + ε.

Using the simple linear regression model to the the rolling average monthly data

obtained from Table 2, we get

Ŷ = 218.43 + 0.5866X.

Using exponential regression we get

Ŷ = e5.39+0.0025xi .

To compare these two models, we estimate the rolling average medical costs for

May 2013:

Linear Regression: ŷMay 2013 = 218.43 + 0.5866 × 51 = 254.80; ;
Exponential Regression: ŷMay 2013 = e5.39+0.0025×51 = 255.61

We see the forecasted values are very close.

In Figure 2 below, we compare the forecasted values for a longer period. It is seen

that the prediction curves are very close to each other, even after 5 years. After a long



14

time, there will be a clear difference between these two curves. However, the reliable

forecast window will reach its limit before the difference emerges because long-term

forecasts may contain more error. Therefore, linear and exponential regression do not

have significant differences in short-term predictions.

Figure 2: Linear versus Exponential Regression

3.3 Time Series Method

Unlike the simple average method and regression method, the time series method

assumes the error are correlated for some time period. Logically, the medical trend of

a period must have some correlation with its former periods. One of the most obvious

examples is that one person’s health situation is closely related to last period, an

unfortunate event may cause serious health problems for the next time period. One

advantage of time series method is it can diagnose the precise nature of the correlation

and adjust for it. The adjustments can narrow the range of the subsequent predicted

values to produce a greater confidence band.
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One typical model for time series analysis is the Autoregressive (AR) model. The

AR(p) model is a model that assumes the value Yt linearly depends on its p lagged

values,

Yt = β0 + β1Yt−1 + β2Yt−2 + · · · + βpYt−p + εt.

The appropriate p is determined by the Bayes information criterion (BIC) or Akaike

information criterion (AIC) [11], which minimize the quantities

BIC(p) = ln

(
RSS(p)

n

)
+ (p+ 1)

lnn

n

and

AIC(p) = ln

(
RSS(p)

n

)
+ (p+ 1)

2

n
.

respectively.

As the medical costs are always growing exponentially and AR models require the

time series to be stationary and detrended, two transformation of the original time

series are necessary. First, log-transform will be utilized. The log-transformed medical

costs time series are then expected to include linear trend. Next, the difference

between two consecutive data points can be considered since it helps detrend the

time series [11].

Then we use the monthly data in Table 2 as an example and compare the AR

models using and not using the aforementioned transforms. Without using the rolling

average method, we applied the AR(p) models to the original log-transformed PMPM

medical costs and the difference series. The optimal p for the AR model is 11 by BIC

and p is 12 by AIC. The result is intuitively reasonable, as the data has seasonality,

for which the cycle is one year, containing 12 months; and data outside the cycle must

have less correlation. In Figure 3, forecasted medical costs are shown for the next 5

years using AR(12). Both show irregular fluctuations after the fourth year.
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Figure 3: AR(12) on Monthly Data

Next we used the rolling average monthly data to repeat the computation. The

optimal p is 1. Figure 4 gives the forecasted costs in next 5 years. Though two

AR(1) models can truly imitate the seasonality with the increase comparing with

corresponding month in each year, the method applying AR(1) model on the difference

of the logarithm value of monthly data is better than the method applying AR(1)

model directly on the logarithm value of monthly data since the forecasting data is

increasing exponentially.

Figure 4: AR(1) on Rolling Average Monthly Data
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Therefore, the optimal model for this data is

ln

(
MRt

MRt−1

)
= 0.002227 + 0.1555 × ln

(
MRt−1

MRt−2

)
.

3.4 Report Trend Factor

In applications, people care about not only the amount of the medical costs, but

also the increasing rate, or the trend factor. For instance, PPACA requires insurance

companies to inform and justify the premium increase rate when it is greater than

10%, TDCI reviews all rate increase requests and may deny the unreasonable increase.

For average ratio method, the trend factor is just the average increasing rate. If

monthly data are used, the annualized trend factor can be obtained by (1).

For the other three methods, the trend factor is not so direct and should be

computed using the forecasted values. If annual data has been used, the increasing

rate from year n to year n+1 can be calculated as

R̂n+1 =
D̂n+1

D̂n

− 1. (2)

Note that D̂n, the estimated value for time period n, is used. As Dn may inevitably

contain fluctuation, an estimate of its expectation, D̂n, is more reliable for trend

calculation since the residual error will be minimized during the regression procedure.

In case that the data are monthly, the trend factor is

R̂ =
D̂n+1 + . . .+ D̂n+12

D̂n−11 + . . .+ D̂n

− 1. (3)

It should be noted that that the coefficient of explanatory variable in the linear

regression line is not the trend rate. Also, the trend factor is different from year to

year if linear regression model is assumed.
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For exponential regression, the trend calculation formula (2) can be simplified as:

R̂n+1 =
D̂n+1

D̂n

− 1 = eβ1 − 1.

The trend factor will not change with the time. If monthly data is used the factor

become e12β1 − 1.

For the time series analysis method, the formula (2) can also be used. But note

that when the difference of log-transformed data and AR(1) model are used, then

E

[
ln

(
Dn+1

Dn

)]
=

β0
1 − β1

.

Then

R̂n+1 =
Dn+1

Dn

− 1 = e
ln
(
Dn+1
Dn

)
− 1 ≈ e

β0
1−β1 − 1.

If the rolling average monthly data is used, we similarly get the annualized trend

factor as e
12β0
1−β1 − 1.
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CHAPTER 4

SOFTWARE PACKAGE

MTSU Actuarial Science Program developed a software package using the VBA

language based on Microsoft Office Excel. It coded all four methods, average ratio,

linear regression, exponential regression and time series method to calculate the trend

factor. Both data types, annual data and monthly data are allowed. This software

package is named as Medical Trend Calculator and can be run on both Windows sys-

tems and Mac systems. Figure 5 shows its interface which includes a usage description

and an access button.

Figure 5: Interface of Software Package

By clicking the “ENTER” button, the trend calculator window will pop up, allow-

ing the selection of data cell range and the data type. The trend factors calculated

using the four methods are shown after clicking the “RUN” button.

For example, if the data from Year 2005 to 2011 in Table 1 are run with this

software package, we will get the result as Figure 6. The result indicates that the

annual trend rate are 5.63%, 6.74%, 6.78%, 6.41%, corresponding to four different

methods respectively.
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Figure 6: Trend Analysis Result using Medical Trend Calculator
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CHAPTER 5

OUTLIER DETECTION

As mentioned before, for medical data, some experience periods are too long to

provide currently meaningful trend information. Some data collection processes are

not fully completed by the company when they are submitted, and some other data

sets are effected by an unexpected accident. These data will contain enough error

to prevent an accurate calculation of the trend rate estimation. Therefore, to find

a simple method that can detect these outliers efficiently is a critical component to

trend analysis.

A statistically reasonable method to detect outliers is to find the confidence inter-

val of the simulation curve [10]. However, this method has an inevitable defect, that

is, the errors caused by outliers are inherent to the simulated behavior of the data.

That means, these errors are always contained in the regression system even when we

calculate the confidence interval.

To detect a data point is an outlier or not, our method is doing the regression

without this selected point, predicting the value, and comparing the difference be-

tween the the predicted value and the original value. Since the predicted values is

an approximation of the expected value, if the real value is too far away from the

predicted value, it may alter the regression curve significantly and is regarded as an

outlier. We represent the difference as the multiple of stand error of the regression.

When the original value is greater than the prediction, the multiple is a positive

number; when the original value is less than the prediction, the multiple is a negative

number. Then replicate the evaluation for each point in the data set. If the 95%

confidence interval is used as the standard for outlier detection, data points with
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multiples less than -1.96 or greater than 1.96 will be regarded as outliers. In medical

costs data, since the data set is usually small, we do not suggest to remove all outliers

in one step. Instead, we suggest to only remove the severest one, especially when the

multiples of other outliers are close to -1.96 or 1.96. The reason is, with the severest

outlier, the regression may be inaccurate so that the prediction involves large error.

As a result, detected outliers may not be a true outlier.

After remove the severest outlier, the new data set is subject to the same evalua-

tion process to detect and remove further outliers. This “data-cleaning” repeats until

no outliers can be detected.

The merit of such a method is that the each regression can be performed without

the outliers from the previous data set. The incremental reduction in outliers will in-

crease the accuracy of the final regression and the resulting model. As an illustration,

we applied our method to the annual data in Table 2. The results are given in Table

3. As an evidence of the accuracy of this method, we mention that after this data

cleaning process all four trend analysis methods output similar trend factors while

quite different results are obtained if the original data are used.
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Table 3: Data-cleaning Process
Round One Round Two Round Three Round Four Round Five

Multiple of Stand Error
Data 1 −6.9911
Data 2 −0.1713 −11.6806
Data 3 1.1408 0.5369 −7.3918
Data 4 1.2670 1.3016 1.1837 −0.3375 0.2197
Data 5 0.9553 1.0356 1.2761 0.8491 1.3416
Data 6 0.5441 0.4980 0.1536 −1.1965 −1.4622
Data 7 0.2801 0.2646 0.0280 −0.8428 −1.2945
Data 8 0.1015 0.2162 0.5255 0.9384 0.6624
Data 9 −0.1546 0.0311 0.5996 2.0213 1.5983
Data 10 −0.5831 −0.4536 −0.2375 0.2596 −0.9156
Data 11 −1.1732 −1.1628 −1.6107 −2.2725
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CHAPTER 6

SUMMARY

In this thesis, I have summarized four methods for medical trend analysis: aver-

age ratio method, linear and exponential regression method and time series analysis

method. Although there are more advanced methods, these four methods are found

simple but effective. In particular, they are sufficiently good when the estimation

accuracy is not required to be very high, for instance, for the purpose of rate re-

view process. We also proposed an outlier detection method which iteratively remove

outliers using leave one out analysis.
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