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Coronavirus disease (COVID-19) is an infectious disease caused by a newly discovered coronavirus, which has become a worldwide pandemic greatly impacting our daily life and work. A large number of mathematical models, including Susceptible-Exposed-Infected-Removed (SEIR) model and deep learning methods, including Long-Short-Term-Memory (LSTM) and Gated Recurrent Units (GRU), have been employed for the analysis and prediction of COVID-19. The purpose of this thesis is to analyze and predict the epidemic trend of COVID-19 in different countries by combining the SEIR model with the classic LSTM and GRU methods, and to explore the application potential of LSTM and GRU in COVID-19 epidemic trend prediction.

The core content of this thesis consists of two parts. The first part is about the learning and prediction of dynamic parameters. The parameters in the SEIR model, including infection rate and recovery rate, are constantly changing over time, and can be considered as a time series. We learn and predict the dynamic changes of these two parameters over time using LSTM and GRU and find the constantly changing reproduction rate which is closely related to them. Then, we discuss and analyze the relationship between the reproduction number and the epidemic trend of COVID-19 by simple linear fit. In the second core part, we employ LSTM, GRU and SEIR models with the dynamic parameters that were learned and predicted by LSTM and GRU to do the prediction of the epidemic trend of COVID-19 for the United States. We utilize three common error metrics, Root Mean Square Error (RMSE), Mean Absolute Percentage Error (MAPE) and $r^2$ score, to compare and study the results and explore the application potential of LSTM and GRU in COVID-19 prediction. Mathematical software, like Python, are used in this investigation.
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CHAPTER 1
INTRODUCTION

In early December 2019, the first case of Coronavirus 2019 (COVID-19) was reported in Wuhan, Hubei Province of China. Then the disease broke out on a large scale and spread rapidly around the world, becoming one of the most fatal pandemics in human history. COVID-19 is an infectious disease caused by Severe Acute Respiratory Syndrome Coronavirus Type 2 (SARS-CoV-2). The COVID-19 poses a continuous threat to human health with its high transmission rate, serious infection consequences, and changing genetic makeup.

With the continuous spread and mutation of COVID-19, a big challenge of researchers has been witnessed in several science areas to help slowdown or avoid the increasing trends of its spread. Various models, estimation methods, and forecasting approaches have been introduced to help people understand and manage this pandemic. Susceptible-Exposed-Infectious-Recovered model (SEIR) is one of the most commonly used and convincing mathematical methods. However, due to the continuous mutation of the virus and the differences in the response measures of people and governments in different periods, the parameter estimation problem of the SEIR model has become a major problem faced by many researchers. Nevertheless, many parameter estimation methods for SIR/SEIR model have been proposed and applied to COVID-19 data. For example, Bentout et al. mentioned in their article about COVID-19, they use least squares to estimate the epidemic parameter and the basic reproduction number $R_0$. Oliveira et al. mentioned in their article that the Bayesian method (MCMC) is used to estimate the parameters of the SIR model. These are all statistical methods, which are already relatively mature systems that are often used.

In recent years, as people continue to explore the field of machine learning, they have discovered that machine learning can be applied in many fields. Some facts have
proved that machine learning has superhuman capabilities in many fields. With an attitude of continuous exploration and innovation, many scholars have adopted machine learning methods to analyze and predict the epidemic trend of COVID-19. Some RNN methods such as LSTM and GRU are the most commonly used and well-performing machine learning methods, because COVID-19 related data belongs to time-related sequential data, which is what we often call 'time series'. In their article, Zeroual et al. [7] compared five common machine learning methods, including LSTM and GRU, to study and predict the number of new and recovered cases. In this article by Shahid et al. [8], five machine learning methods including LSTM and GRU are compared and evaluated through time series forecasting of population, death and recovery in ten major countries affected by COVID-19.

In this investigation, we learn and predict the dynamic changes of these two parameters over time by LSTM and GRU, and find the constantly changing reproduction rate which is closely related to them. Then, we discuss and analyze the relationship between the reproduction number and the epidemic trend of COVID-19 by simple linear fit. We use LSTM, GRU, SEIR model with dynamic parameters to predict the active cases and removed cases of COVID-19. We use three common evaluation indicators, RMSE, MAPE and $R^2$, to compare and study the four results obtained and explore the shortcomings and application potential of LSTM and GRU in COVID-19 prediction.

Chapter 2 introduces the data to be used in this thesis and its processing; Chapter 3 systematically introduces the SEIR model; Chapter 4 introduces the two deep learning methods of LSTM and GRU and focuses on the dynamic parameter learning and prediction of SEIR model by LSTM and GRU; Chapter 5 presents the numerical solutions for SEIR model with the dynamic parameters and gives an evaluation of the four models and methods; Chapter 7 is the conclusion of the thesis and the discussion of future research directions.
CHAPTER 2

DATA

2.1 Data collection

Our data comes from the website "worldometer". We download the total cases and currently infected cases data from February 15, 2020 to February 14, 2021 for the United States (USA), which are shown in Figures 1 (a) and (b), respectively.

![Figure 1: (a) Total cases; and (b) Active case for the USA between Feb 15, 2020 and Feb 14, 2021.](image)

2.2 Data preprocessing

Data preprocessing is a data mining technique of great importance to data scientists in the process of their projects [9] [10] [11] [12]. Data preprocessing is usually used to transform the original data into a more efficient and useful data format, which is conducive to better realization of the subsequent data analysis process. The original data we get may have missing values or may contain a lot of noise, which is very unfavorable for the training of the model. Therefore, data preprocessing is a necessary step before any data analysis. Moreover, sometimes different data preprocessing
methods are needed in order to meet different purposes or different algorithms. Data preprocessing has a significant impact on the generalization performance of LSTM and GRU that are used in this thesis. [13]

Next, we perform a simple pre-processing on the raw data to make it initially meet our algorithm requirements.

### 2.2.1 Left censoring

It has been observed that no matter which country it is, there is a phenomenon of data censorship in the early stage of data reporting.

We think that at the beginning of COVID-19, the monitoring and reporting system was not complete/perfect, which led to incomplete information collection or censored information. In order to reduce the impact of information left censorship on the results, we decided to delete the data points with insufficient information at the beginning and reset the start time of study for each group of data. We assume that the monitoring and reporting system will be more complete two months after the outbreak starts, so we choose April 15, 2020 as the new start time for each country.

### 2.2.2 Right censoring

With the introduction of the COVID-19 vaccine, the epidemic situation in many places has been brought under control. But not all are effective controls, because the vaccine at this stage is immature, and the virus has not stopped its changes and aggression.

We regard the vaccine as a changing factor. It will affect our data and cause right censorship. In order to reduce the impact of right censoring, we decided to abandon the data after the vaccine was produced. Most countries began to popularize vaccines from mid to late December. The accumulation rate is not very high due to the influence of factors such as early production and effect. Therefore, we choose the
end of December (Dec 31st) as our stay time point for this study.

### 2.2.3 Derived removed data

Now, we have the data of total cases and active cases for the USA from April 15, 2020 to December 31, 2020. We still need the total removed cases (including the recovered and death) in this investigation. We know that the total cases at time $t$ is all infected cases from the outbreak of COVID-19 to time $t$ and the active cases is the currently infected cases. It is obviously that the difference between them is the individuals that who have been infected but removed now, which are the removed cases. That is,

\[
\text{Removed Cases} = \text{Total Cases} - \text{Active Cases}
\]

The derived removed data are presented in Figure 2.

![Graph of Derived removed cases for USA from April 15, 2020 to Dec 31, 2020](image)

Figure 2: Derived removed cases for USA from April 15, 2020 to Dec 31, 2020
2.2.4 Data standardization

In machine learning, data standardization can indirectly avoid the impact of outliers and extreme values in the data on the training process in a centralized manner. Therefore, when there are outliers or a lot of noise in the data, we can reduce its impact through data standardization.

Here we choose the z-score standardization method to standardize the data. The mean and standard deviation of the processed data is 0 and 1, respectively. The data standardization formula is:

\[ x' = \frac{x - \bar{x}}{\sigma_x}, \]

where the \( \bar{x} \) and \( \sigma_x \) is the mean and standard deviation of the raw data, respectively.

Figure 3: Standardized (a) active cases; and (b) removed cases for USA between April 15, 2020 and Dec 31, 2020.

Z-score standardization is also called standard deviation standardization. It is also easy to understand the meaning of its name from the conversion formula. If given the question: how many standard deviations are the data from the mean value of the whole data, then the data greater than the mean will have a positive standardized score, otherwise, the data that is less than the mean will receive a negative
standardized score. Figure 3 presents the data of active cases and removed cases that after standardization.

2.3 Training and test data selection

The epidemic situation in different countries is affected by many different external factors at different stages, such as the reporting rate in different periods, different measures to respond to the epidemic in different periods, population movement measures, etc., and we did not set these when we established and operated the model. Corresponding parameters of influencing factors, our model is not suitable for prediction of particularly long-term data. Given these factors, we do not intend to use the commonly used 80%-20% division method to establish training data and test data but instead use the first 240 sets of data as training data to train the model. We then use the obtained model to predict the nearly three weeks (21 days) of remaining observations.
CHAPTER 3

SUSCEPTIBLE-EXPOSED-INFECTIOUS-REMOVED (SEIR) MODEL

3.1 Introduction

As we all know, the most important thing is to understand and analyze the rate of spread and trend of a disease during a pandemic. Only when we have a sufficient understanding of the spread of the pandemic can we propose targeted measures to slow it. These have more or less impact on public health policies, such as isolation.

Mathematical modeling of epidemic diseases helps to better understand the underlying mechanisms that affect disease transmission. And in this process, corresponding control strategies will be provided according to the model and results.\cite{14}

The susceptible-infectious-removed(SIR) model is one of the most popular mathematical models to estimate the spread of the pandemic, and the SEIR model is also particularly worthy of discussion.\cite{15}

In this chapter, we will focus on the SEIR model, discuss its basic model structure and numerical solution, and give the expression and solution of the reproductive number based on this model.

3.2 Susceptible-Exposed-Infectious-Removed(SEIR) model

The SEIR model divides the population into four categories: susceptible individuals, exposed individuals, infectious individuals, and removed individuals, with the following assumptions:

1) The population dynamics such as birth, nature death, and mobility are not considered.

2) Removed individuals will not be infected again.
3) Exposed individuals can not be infectious. In another word, the infectious group is the only group that can be infectious.

At the very beginning of a pandemic, the number of susceptible individuals is highest because the number of infected individuals is very small at the beginning. On the other hand, the number of infectious individuals is at its lowest during the beginning of a pandemic. The number of susceptible individuals has decreased as the time goes by, but the number of infectious individuals has increased. The changes could be reflectd by the following differential equations and can be represented by the flow chart in Figure 4.

\[
\begin{align*}
\frac{dS(t)}{dt} &= -\frac{\beta S(t)I(t)}{N} \\
\frac{dE(t)}{dt} &= \frac{\beta S(t)I(t)}{N} - \sigma E(t) \\
\frac{dI(t)}{dt} &= \sigma E(t) - \gamma I(t) \\
\frac{dR(t)}{dt} &= \gamma I(t)
\end{align*}
\]

where

\[S(t) + E(t) + I(t) + R(t) = N\]  

Figure 4: Flow chart of SEIR model

\(S\) represents the susceptible individuals, which is the population that could be infected. At the beginning of outbreak, we can assume almost all the population is...
susceptible, because the infectious individual is very small compared to the whole population at the initial break out time.

$E$ represents the exposed individuals, which is the population has been infected but does not show symptoms. It can be called an incubation period/latent period.

$I$ presents the infected individuals and is the infected population after the incubation period.

$R$ represents the removed individuals, or the total population of the recovered individuals and dead individuals from the disease. The reason why recovered individuals are included in the removed group is because this traditional SEIR model assumes that people who have been infected are immune to the disease and will not be infected again.

$\beta$ is transmission rate. In the SEIR model, $\beta$ is the parameter that transports people from the susceptible group $S$ to the exposed group $E$.

$\sigma$ is incubation rate, which is the inverse of the average incubation time. It controls the time from asymptomatic to symptomatic for a person who has been in contact with an infected person. In the SEIR model, $\sigma$ is the parameter that transport people from the exposed group $E$ to the infectious group $I$.

$\gamma$ is removed rate, which is the summation of the recovery rate and the death rate for the disease. In the SEIR model, $\gamma$ is the parameter that transports people from the infectious group $I$ to the removed group $R$.

$S(t)$, $E(t)$, $I(t)$, and $R(t)$ are the varying susceptible, exposed, infected, and removed individuals, respectively.

Furthermore, it is obviously for the model above, that

$$\frac{dN}{dt} = \frac{d(S + E + I + R)}{dt} = 0$$  \hspace{1cm} (6)
3.3 Basic reproduction number (R<sub>0</sub>)

In epidemiology, the basic reproduction number, R<sub>0</sub>, of an epidemic refers to the expected number of cases directly produced by one case in a population where all individuals are susceptible to infection and infection and without the influence of external forces. In the SEIR model, R<sub>0</sub> can be calculated by \[ R_0 = \frac{\beta}{\gamma} \] (7)

Regarding R<sub>0</sub>, there are two aspects that need special explanation. One is the significance of the exploration of R<sub>0</sub> in the spread of an infectious disease, and the other is the limitation of the application of R<sub>0</sub>.

1) The significance of the exploration of R<sub>0</sub>

There are three different conditions that indicate the possible transmission or decline of a disease based on the value of R<sub>0</sub>: 

1) R<sub>0</sub> < 1: each infected individual infects less than one new individual, which implies the disease will die out at some future time.

2) R<sub>0</sub> = 1: each infected individual infects exactly one new individual, which implies the disease will stay alive and keep in a stable status.

3) R<sub>0</sub> > 1: each infected individual infects more than one new individual, which implies the disease will keep transmitting between individuals, and it may cause an outbreak or epidemic.

2) The limitation of R<sub>0</sub>

From the definition, we can see that R<sub>0</sub> lets us know the average number of new infections from people who have the disease. It is suitable for people who have not previously been infected and have not been vaccinated. For example, if R<sub>0</sub> = 15 for some disease in an area, then a people who has been infected with the disease will transmit the disease to another 15 cases on average. The transmission will repeat in the area if no one has been vaccinated against and immunized against the disease.
Once the immune system is established or people’s contact rate is reduced due to the influence of external forces, then \( R_0 \) will change. Therefore, the research and exploration of \( R_0 \) and the situation reflected are more suitable for early stages of the epidemic.

To summarize, the value of \( R_0 \) of the disease is only applicable when everyone in the population is completely susceptible to the disease. It can be done in the following situations:

1) No vaccine;
2) No one suffered from the disease;
3) No way to control the spread of the disease;

However, with the development of science and technology and the advancement of medical standards, the above-mentioned situation is rarely seen. This situation will be broken by external forces. So strictly speaking, \( R_0 \) only applies to the initial stage of the outbreak.

### 3.3.1 Current reproduction number\((R_t)\)

To put it simply and understandably, effective reproduction number \( R_t \) is the reproduction number at time \( t \). The parameters of the traditional SEIR model are identified as a constant, and the initial reproduction number obtained from this is a constant that is only applicable to the initial stage of an epidemic. But in fact, the parameters of the SEIR model and reproduction number are time-related parameters. Assuming that \( \beta_t \) and \( \gamma_t \) are the value of \( \beta \) and \( \gamma \) at time \( t \), respectively, then the current reproduction number in the SEIR model is expressed as

\[
R_t = \frac{\beta_t}{\gamma_t}
\]
3.4 Numerical solutions for SEIR model

3.4.1 Numerical solutions

Let the time step be one day, by the forward Euler’s method, we can get the algorithm for the numerical solution of SEIR model as follows:

Algorithm Numerical solutions of SEIR model

Input
Local population of the surveyed area: \( N \);
The number of days: \( n \);
The initial value of variables: \( S_0, E_0, I_0 \) and \( R_0 \);
Parameters: \( \beta, \gamma \) and \( \sigma \);

Output
\( S = \{S_0, S_1, ..., S_n\} \), \( E = \{E_0, E_1, ..., E_n\} \), \( I = \{I_0, I_1, ..., I_n\} \) and 
\( R = \{R_0, R_1, ..., R_n\} \)

Procedure
For \( i \) in 0 to \( n - 1 \)
\[ S_{i+1} = S_i - \frac{\beta S_i I_i}{N} \]
\[ E_{i+1} = E_i + \frac{\beta S_i I_i}{N} - \sigma E_i \]
\[ I_{i+1} = I_i + \sigma E_i - \gamma I_i \]
\[ R_{i+1} = R_i + \gamma I_i \]

There are many other ODE solvers in Python, such as GEKKO Python and ODEINT function. The function ODEINT requires four inputs for the solution of SEIR model:

\[ y = odeint(model, initialconditions, T, args) \] (9)

‘Model’ gives the SEIR differential equation system that we generated by equation (1), (2), (3) and (4); ‘initial conditions’ give the initial value of the variables \( S, E, I \) and \( R \); ‘T’ is a sequence of time points for which to solve for the variables; ‘args’ is the extra arguments to pass to function, here is the vector that gives the value of the parameter \( \beta, \sigma \) and \( \gamma \) and the total local population \( N \).
Here is an example of numerical solutions of SEIR model.

Assume that $N = 10000$, $\beta = 0.3$, $\sigma = 1/7$, $\gamma = 0.1$, $I_0 = 1$, $E_0 = 0$, $R_0 = 0$, then $S_0 = N - I_0 - E_0 - R_0$. Set the total time be $t = 300$ days, then plug these information to Euler’s method or the odeint function, we can get the numerical solutions of the SEIR model as:

![Figure 5: Numerical solutions for the SEIR example](image)

The system of ordinary differential equations has been well developed, and there are many existing methods to find the numerical solution of the system of ordinary differential equations. The traditional SEIR model we mentioned is a relatively simple system of ordinary differential equations. For example, MuhammadFarman et al. [20] and BijilPrakash et al. [21] have provided good numerical solutions for the SEIR model in their articles.
3.4.2 Challenges of parameter estimation

In last section, we introduced several numerical solutions and examples of SEIR models in Python. We know that we need to enter the value of each parameter to solve a SEIR model. In the example, we randomly selected some parameter values to find out the numerical solution of the SEIR model, but when we apply the SEIR model to actual cases, such as the COVID-19, we need to find a method to estimate the parameters for solving the model, because we do not know the approximate value of the parameter.

Parameter estimation is very important for the numerical solution of SEIR model, because they can directly affect the accuracy of the results. As mentioned in introduction, we know that many researchers use statistical methods, such as least squares [4] and Bayesian method (MCMC) [5] to estimate the parameters of the SEIR model. These are already relatively mature systems that are often used. The parameters estimated by these methods are generally the optimal parameters that can meet the current epidemic trend, and they are all definite values.

In fact, the parameters of the SEIR model, including transmission rate $\beta$, incubation rate $\sigma$, and removed rate $\gamma$, are all time-dependent due to the effects of the factors such as reporting rate, government policies, and medical effects. In this case, the parameters that estimated using general estimation methods can only be applied to solve for the short-term changes in the epidemic, and the results of long-term simulations will deviate due to changes in parameters. We will propose a reasonable methods to improve this problem in the next chapter.

3.5 Summary

In this chapter, we introduce the SEIR model and its several numerical solutions in Python. It also briefly explained and analyzed regarding the changes in the reproduction number and the outbreak of the epidemic under the SEIR model. In section
3.4.2, we put forward the parameter estimation problem related to the SEIR model, and we give the corresponding solution in Chapter 4.
CHAPTER 4

DYNAMIC PARAMETER LEARNING AND PREDICTION OF SEIR MODEL BY DEEP LEARNING METHODS: LSTM & GRU

4.1 Introduction

In order to solve the problem of SEIR parameters proposed in Chapter 3, in this chapter, instead of using statistical methods for parameter estimation, we propose a method of learning and predicting SEIR model parameters using LSTM and GRU.

In this chapter, we bring the real active cases and removed cases into the discretized SEIR model to solve the theoretical values of the parameters transmission rate $\beta$ and removed rate $\gamma$ at each moment. Then we apply the two methods of LSTM and GRU in deep learning to do the prediction of these two parameters and calculate the reproduction number $R_t$ corresponding to each moment. We briefly analyzed the relevant situation through the relative changes of transmission rate and removed rate. Based on the results, we conducted a systematic analysis of the epidemic trend of COVID-19 in the United States during the investigated period through the analysis of current reproduction rate $R_t$.

4.1.1 Artificial neural networks

Artificial Neural Network (ANN) is a deep learning algorithm, which is based on the idea of the human brain's biological neural network. ANN tries to simulate the operation of the human brain. Its working principle is very similar to that of biological neural networks but not completely similar.

An activation function is used to introduce nonlinearities information combination in an artificial neural network. It allows us to model nonlinear relationships and helps us understand complex data. The activation functions used in this article are sigmoid
function and hyperbolic tangent function (tanh).

**Sigmoid function** The *sigmoid* activation function maps the input values to the range $(0, 1)$, which can be regarded as the probability of belonging to a certain category or the weight that reflects the importance of the information. Equation (10) presents the expression of the function, and Figure 6 (a) provides its image.

$$Sigmoid(x) = \frac{1}{1 + \exp(-x)}$$  \hspace{1cm} (10)

![Sigmoid Function](image-a)

**Hyperbolic tangent function (tanh)** The *tanh* activation function maps the inputs to the $(-1, 1)$ range. Compared with the sigmoid function, it provides a zero-centered output. Equation (11) presents the expression of the function, and Figure 6 (b) provides its image.

$$tanh(x) = \frac{2}{1 + \exp(-2x)} - 1$$ \hspace{1cm} (11)

![Tanh Function](image-b)

**4.1.2 Recurrent Neural Network (RNN)**

RNN is a kind of Artificial Neural Networks with memory. The reason why RNNs are called recurrent neural networks is that they can learn and save the past information, and then use it for future predictions.
Figure 7 presents the repeating module in an RNN. $x_t$ represents the input at time $t$; $h_t$ represents the hidden memory of the cell at time $t$; $W_{x(t)}$ represents the weight matrix of $x$ at time $t$; $W_{h(t)}$ represents the weight matrix of $h_{t-1}$ at time $t$. At time $t$, the new input and the memory of the previous cell are input at the same time and are combined into a new vector under the action of two different weight matrices. This vector contains the current input information and the previous memory, and the new hidden memory at time $t$ is obtained under the activation of the activation function $\tanh$. Then enter the next cell with the information at time $t$ as input. The whole process can be represented by Equation (12), where $b$ is the bias.

$$h_t = \tanh(W_{h(t)} \ast h_{t-1} + W_{x(t)} \ast x_t + b)$$

(12)

![Figure 7: The repeating module in an RNN](image)

RNNs are mainly used to do the sequential prediction problems.\cite{22} \cite{23} \cite{24}. Thus, we use RNNs for time series processing.

However, due to the shortcomings of difficulty in training and difficulty in storing and obtaining long-term memory information, we usually do not use basic RNN methods when dealing with long sequence data. The most popular RNN methods that can solve these problems effectively are LSTM and GRU \cite{26} \cite{27}. 
4.2 Long-Short-Term-Memory (LSTM)

LSTM is a long-term short-term storage network used in the field of deep learning. It is a special recurrent neural networks (RNNs) that can learn long-term dependencies, which is commonly used in sequence prediction problems.

The cell state and four gates are the core concept of LSTM. The cell state serves as a memory bank that runs through the entire sequence of processing. It can record relevant information during the entire sequence processing process and pass them on. It is responsible for storing and transferring the long-term information all the way down the sequence chain, which can be regard as the “memory” of the neural network. As the sequence processing progresses, new or old information are added or removed from the cell state via some gates. These gates can learn and decide what information can be added and stored or be forgot and removed during the training. Figure 8 presents the repeating module for an LSTM. There are total of four gates in the repeating module of an LSTM: forget, input, cell, and output gate, respectively.

Figure 8: The repeating module(a cell) in an LSTM

The input of the repeating module of an LSTM at time $t$ includes the input of time $t(x_t)$, the output of last cell($h_{t-1}$), which brings short-term memory and the cell state($C_{t-1}$) from previous cell, which keeps the long-term memory. In the diagram
of the repeating module of the LSTM, the blue box represents the active function and the yellow circle represents the arithmetic. Let $W$ and $U$ represent the weighted matrix of $x_t$ and $h_{t-1}$, respectively, $b$ represent the bias, and the subscripts "f", "i", "C" and "o" represents forget gate, input gate, cell gate and output gate, respectively. When $x_t$ and $h_{t-1}$ enters each gate, they will combine the information through the corresponding weighted matrix. For example, when $x_t$ and $h_{t-1}$ enters forget gate, the combined information can be expressed as $x_t + U_fh_{t-1} + b_f$.

1) Forget gate.

The first step in LSTM is to decide what information will be abandoned or kept from the cell state by a sigmoid layer called the "forget gate". The inputs of the gate are $h_{t-1}$ and $x_t$, and output is a weight(0-1) matrix of the cell state $C_{t-1}$, where '1' represents “completely keep” and '0' represents "completely get rid of”.

\[
f_t = \sigma(W_fx_t + U_fh_{t-1} + b_f) \tag{13}\]

2) Input Gate

The second step of LSTM is to decide what old information should be updated and what new information will be added for the cell state. This step includes two parts, first, it decides what information should be changed/updated in the cell state by a sigmoid layer, and then creates a vector of new candidate that would added to the cell state, $\tilde{C}_t$, by a tanh layer. This step is called a "input gate”.

\[
i_t = \sigma(W_ix_t + U_ih_{t-1} + b_i) \tag{14}\]
\[
\tilde{C}_t = \tanh(W_Cx_t + U_Ch_{t-1} + b_C) \tag{15}\]

3) Cell State

In this step, we update the old cell state $C_{t-1}$ by the information we got from previous gates. First, we multiply the updated and forgotten weight matrix of the old
state obtained in the "forget gate" with the old state, and filter the old information to determine the preservation and discarding of the old information. Multiplying the old information by 1 means that the information is completely retained, and multiplying the old information by 0 means that the information is completely discarded. Then we multiply the results obtained in the input gate to obtain the new information that needs to be added, and combine the updated old information to form the new information and record it in the cell state.

\[
C_t = f_t \ast C_{t-1} + i_t \ast \tilde{C}_t
\]  

(16)

(4) Output Gate

Finally, we need to decide what are going to be the output of this repeating module from the cell state. First, we generate a weighted matrix to decide the output parts of the cell state by a sigmoid layer, where "1" represents outputing all information and "0" represents nothing will be output. Then, we push the values of the cell state to be between $-1$ and $1$ through a \text{tanh} function and then multiply it by the weighted matrix to output the parts of the cell state ($h_t$) we decided to.

\[
o_t = \sigma(W_o x_t + U_o h_{t-1} + b_o)
\]

(17)

\[
h_t = o_t \ast \text{tanh}(C_t)
\]

(18)

4.3 Gated Recurrent Unit (GRU)

GRU is a variant of LSTM, it combines the forget and input gates into a single "update gate" and it also merges the cell state and hidden state, keeping the long-term and short-term information together. Therefore, GRU is more efficient compared with the traditional LSTM. For data learning and prediction capabilities, their performance will vary due to different data.
\[ z_t = \sigma(W_z x_t + U_z h_{t-1} + b_z) \] (19)

\[ r_t = \sigma(W_r x_t + U_r h_{t-1} + b_r) \] (20)

\[ \tilde{h}_t = \tanh(W x_t + U (r_t \ast h_{t-1}) + b_{\tilde{h}}) \] (21)

\[ h_t = (1 - z_t) \ast h_{t-1} + z_t \ast \tilde{h}_t \] (22)

4.4 Implementation

4.4.1 Theoretical/Numerical solutions of dynamic parameters

As mentioned before in Chapter 3, the standard SEIR model can be expressed by the equations system (1), (2), (3) and (4). In a more real situation, in order to solve the parameter problem mentioned in Chapter 3, we consider the dynamic parameters \( \beta(t) \) and \( \gamma(t) \) instead of fixed value of \( \beta \) and \( \gamma \), we can drive the equation system of SEIR model with dynamic parameters as
\[
\frac{dS(t)}{dt} = -\frac{\beta(t)I(t)S(t)}{N}
\]
\[
\frac{dE(t)}{dt} = \frac{\beta(t)I(t)S(t)}{N} - \sigma E(t)
\]
\[
\frac{dI(t)}{dt} = \sigma E(t) - \gamma(t)I(t)
\]
\[
\frac{dR(t)}{dt} = \gamma(t)I(t)
\]

where \( N = S(t) + E(t) + I(t) + R(t) \) is the total population of the area.

From our previous explorations, we know that the S(susceptible), E(exposed), I(infected), removed(R), \( \beta \)(infected rate), \( \gamma \)(recovered rate) and \( \sigma \)(incubation rate) are all time-dependent variables. Since our model is based on the SEIR model without vital dynamics, we know that the total population of the area is the summation of \( S, E, I \) and \( R \) at any time. To simplify the model, we set the incubation rate to be a constant. The incubation period for coronavirus disease 2019 is 2-14 days.\(^{40}\) Stephen A. et. al.\(^{41}\) concluded that 5.1 days (95% CI, 4.5 to 5.8 days) is the median incubation period and 97.5% of people will show symptoms within 11.5 days (CI, 8.2 to 15.6 days) of infection. Jantien A et. al.\(^{42}\) used Weibull distribution to fit the data, getting the range of the incubation period is from 2.1 to 11.1 days with the mean 6.4 days (95% CI: 5.6 to 7.7 days). Here, we choose 6 days as the incubation period. Then the incubation rate \( \sigma \) is \( 1/(\text{incubation period}) = \frac{1}{6} \).

In order to obtain the reasonable values of the other parameters, we use the Forward Euler Method to discretize the ODE system of SEIR model. Taking the step size to be one day, that is, \( h = 1 \), then the SEIR model can be expressed by the following system:
\[ S_{t+1} = S_t - \frac{\beta_t S_t I_t}{N} \]  
(27)

\[ E_{t+1} = E_t + \frac{\beta_t S_t I_t}{N} - \sigma E_t \]  
(28)

\[ I_{t+1} = I_t + \sigma E_t - \gamma_t I_t \]  
(29)

\[ R_{t+1} = R_t + \gamma_t I_t \]  
(30)

with the symbol interpretation in the below table:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_t)</td>
<td>individuals not yet infected at time (t)</td>
</tr>
<tr>
<td>(E_t)</td>
<td>individuals have been infected but are not yet infectious at time (t)</td>
</tr>
<tr>
<td>(I_t)</td>
<td>individuals have been infected at time (t)</td>
</tr>
<tr>
<td>(R_t)</td>
<td>individuals have been infected, then removed at time (t)</td>
</tr>
<tr>
<td>(\beta_t)</td>
<td>Transmission rate at time (t)</td>
</tr>
<tr>
<td>(\gamma_t)</td>
<td>Remove rate at time (t)</td>
</tr>
<tr>
<td>(\sigma)</td>
<td>Incubation rate</td>
</tr>
<tr>
<td>(N)</td>
<td>the total local population</td>
</tr>
</tbody>
</table>

Table 1: Symbol explanation for discrete SEIR model

From this system, it is not difficult to find that the sum of all terms on the left side of the equation is equal to the sum of all terms on the right side of the equation, that is,

\[ N = S_t + E_t + I_t + R_t \]  
(31)

\[ = S_{t+1} + E_{t+1} + I_{t+1} + R_{t+1} \]  
(32)

At the same time, our basic assumption is verified, which is a non-dynamic basic SEIR model. A complete discrete SEIR model with dynamic parameters can be expressed by the equations (27), (28), (29), (30), (31) and (32).

And the current reproduction number at time \(t\) is represents by
\[ R_t = \frac{\beta_t}{\gamma_t} \] (33)

Now, we have real data for all time of active cases and removed cases. We have determined the incubation rate based on the experiences. We also know the total population of the country we are studying. In other words, in this system of equations, we know \( R_t, R_{t+1}, I_t, I_{t+1}, \sigma \) and \( N \), and the unknown variables are \( \beta_t, \gamma_t, S_t, S_{t+1}, E_t \) and \( E_{t+1} \). For the six equations of this system, we have six unknowns, so we can get the theoretical values or numerical solutions of the parameters \( \beta \) and \( \gamma \) by solving the equation system. And the algorithm are showed below:

---

**Algorithm** Theoretical solutions of dynamic parameters of SEIR model

**Input:**
- Local population of the surveyed area: \( N \);
- The number of iterations or days: \( n \);
- All sequential value of the variable I and R from \( t = 0 \) to \( t = n \):
  \( I = \{I_0, I_1, ..., I_n\} \), \( R = \{R_0, R_1, ..., R_n\} \);
- The optimal incubation rate: \( \sigma \);

**Output**
- \( \gamma = \{\gamma_0, \gamma_1, ..., \gamma_{n-1}\} \);
- \( E = \{E_0, E_1, ..., E_{n-1}\} \);
- \( S = \{S_0, S_1, ..., S_{n-1}\} \);
- \( \beta = \{\beta_0, \beta_1, ..., \beta_{n-2}\} \)

**Procedure**

- For \( i \) in 0 to \( n - 1 \), do
  - \( \gamma_t = \frac{R_{t+1} - R_t}{R_t} \)
  - \( E_t = \frac{I_{t+1} - I_t + \gamma_t I_t}{\sigma} \)
  - \( S_t = N - E_t - I_t - R_t \)

- For \( i \) in 0 to \( n - 2 \), do
  - \( \beta_t = \frac{(S_{t+1} - S_t)N}{I_t S_t} \) or \( \beta_t = \frac{(E_{t+1} - E_t + \sigma E_t)N}{I_t S_t} \)

- For \( i \) in 0 to \( n - 2 \), do
  - \( R_t = \frac{\beta_t}{\gamma_t} \)

After obtaining the theoretical dynamic transmission rate and removed rate from April 15, 2020 to Dec 15, 2020 using the algorithm given above, separate the two obtained sequences into training data (the first 240 data) and test data (the remaining data of three weeks, that is, 21 days). After that, put the training data as input for the LSTM and GRU models mentioned in section 4.2 and 4.3 and perform the
prediction for the next three weeks, by which we can get the predicted value of $\beta$ and $\gamma$. Then, we can use Equation (8) to find out the effective reproduction number ($R_t$) for each day from April 15, 2020 to Dec 31, 2020.

We can get the theoretical and predicted values of all parameters by the above process, and we combine the results for comparison and analysis. We can then perform regression analysis on the predicted results and theoretical results to compare and explore the changes and trends of these parameters over time. Furthermore, we explore and analyze the epidemic trend of COVID-19 for USA through the analysis of the changes of the parameters.

4.5 Results and analysis

4.5.1 Results of transmission rate ($\beta$)

Figure 10: Track of $\beta$ for USA between April 15, 2020 and Dec 31, 2020 by (a) LSTM; and (b) GRU. In these two graphs, the red curve presents the theoretical values of $\beta$ based on SEIR mdoel; the blue curve presents the predicted values for training dataset of $\beta$; the green curve presents the predicted values for test dataset of $\beta$; the black line presents the linear regression of predicted values of $\beta$. 


From Figure 10, we can see that GRU’s prediction of \( \beta \) is slightly better than that of LSTM, which is more obvious in the early and mid-term of this period. Consider it in conjunction with Table a, b and c for \( \beta \), we know the slope of the linear regression for the theoretical \( \beta \) is \( 2.824(10)^{-5} \), and the slope of the linear regression for the predicted \( \beta \) by LSTM and GRU are \( 3.63(10)^{-5} \) and \( 2.85(10)^{-5} \), respectively. Obviously, compared with LSTM, GRU’s prediction of \( \beta \) reflects the actual situation better. The results show that the transmission rate of USA shows a downward trend, but not obvious from Apr 15, 2020 to Dec 31, 2020.

Table a: Linear regression analysis for theoretical \( \beta \)

|     | coef  | std err | t     | P>|t|  | [0.025] | [0.975] |
|-----|-------|---------|-------|-----------|----------|----------|
| const | 0.0270 | 0.003   | 9.770 | 0.000     | 0.022    | 0.032    |
| x1   | 2.824e-05 | 1.84e-05 | 1.534 | 0.126     | -8.01e-06 | 6.45e-05 |

Omnibus: 2.492 Durbin-Watson: 1.476
Prob(Omnibus): 0.288 Jarque-Bera (JB): 2.244
Skew: 0.137 Prob(JB): 0.326
Kurtosis: 2.638 Cond. No. 300.

Table b: Linear regression analysis for the \( \beta \) that predicted by the LSTM

|     | coef  | std err | t     | P>|t|  | [0.025] | [0.975] |
|-----|-------|---------|-------|-----------|----------|----------|
| const | 0.0266 | 0.003   | 10.565 | 0.000     | 0.022    | 0.032    |
| x1   | 3.63e-05 | 1.67e-05 | 2.170 | 0.031     | 3.36e-06 | 6.92e-05 |

Omnibus: 0.994 Durbin-Watson: 1.195
Prob(Omnibus): 0.608 Jarque-Bera (JB): 1.009
Skew: 0.148 Prob(JB): 0.684
Kurtosis: 2.926 Cond. No. 300.

Table c: Linear regression analysis for the \( \beta \) that predicted by the GRU

|     | coef  | std err | t     | P>|t|  | [0.025] | [0.975] |
|-----|-------|---------|-------|-----------|----------|----------|
| const | 0.0277 | 0.002   | 11.622 | 0.000     | 0.023    | 0.032    |
| x1   | 2.85e-05 | 1.59e-05 | 1.794 | 0.074     | -2.79e-06 | 5.98e-05 |

Omnibus: 6.925 Durbin-Watson: 1.218
Prob(Omnibus): 0.031 Jarque-Bera (JB): 4.516
Skew: -0.161 Prob(JB): 0.185
Kurtosis: 2.442 Cond. No. 300.
4.5.2 Results of removed rate ($\gamma$)

Figure 11: Track of $\gamma$ for USA between April 15, 2020 and Dec 31, 2020 by (a) LSTM; and (b) GRU. In these two graphs, the red curve presents the theoretical values of $\gamma$ based on SEIR model; the blue curve presents the predicted values for training dataset of $\gamma$; the green curve presents the predicted values for test dataset of $\gamma$; the black line presents the linear regression of predicted values of $\gamma$.

From Figure 11, we can easily see that compared to the GRU, the LSTM’s prediction of $\gamma$ is much more stable than the theoretical value. Combining the linear regression analysis from Table d, e and f for $\gamma$, we know the slope of the linear regression for the theoretical $\gamma$ is $0.9943(10)^{-5}$, and the slope of the linear regression for the predicted $\gamma$ by LSTM and GRU are $1.267(10)^{-5}$ and $1.016(10)^{-5}$, respectively. Obviously, compared with LSTM, GRU’s prediction of $\gamma$ reflects the actual situation better. The results show that the removed rate of USA shows a upward trend, but not obvious from Apr 15, 2020 to Dec 31, 2020.
Table d: Linear regression analysis for theoretical $\gamma$

|       | coef   | std err | t   | P>|t|  | [0.025 | 0.975 |
|-------|--------|---------|-----|-------|--------|-------|
| const | 0.0170 | 0.001   | 20.507 | 0.000 | 0.015 | 0.019 |
| x1    | 9.943e-06 | 5.5e-06 | 1.807 | 0.072 | -8.93e-07 | 2.08e-05 |
| Omnibus: | 126.110 | Durbin-Watson: | 1.918 |
| Prob(Omnibus): | 0.000 | Jarque-Bera (JB): | 851.941 |
| Skew: | 1.818 | Prob(JB): | 1.01e-185 |
| Kurtosis: | 11.069 | Cond. No. | 300. |

Table e: Linear regression analysis for the $\gamma$ that predicted by the LSTM

|       | coef   | std err | t   | P>|t|  | [0.025 | 0.975 |
|-------|--------|---------|-----|-------|--------|-------|
| const | 0.0167 | 0.001   | 30.061 | 0.000 | 0.016 | 0.018 |
| x1    | 1.267e-05 | 3.6e-06 | 3.516 | 0.001 | 5.57e-06 | 1.98e-05 |
| Omnibus: | 87.155 | Durbin-Watson: | 1.537 |
| Prob(Omnibus): | 0.000 | Jarque-Bera (JB): | 556.819 |
| Skew: | 1.165 | Prob(JB): | 1.23e-121 |

Table f: Linear regression analysis for the $\gamma$ that predicted by the GRU

|       | coef   | std err | t   | P>|t|  | [0.025 | 0.975 |
|-------|--------|---------|-----|-------|--------|-------|
| const | 0.0175 | 0.001   | 23.698 | 0.000 | 0.016 | 0.019 |
| x1    | 1.016e-05 | 4.91e-06 | 2.069 | 0.040 | 4.89e-07 | 1.98e-05 |
| Omnibus: | 125.829 | Durbin-Watson: | 1.471 |
| Prob(Omnibus): | 0.000 | Jarque-Bera (JB): | 744.199 |
| Skew: | 1.870 | Prob(JB): | 2.51e-162 |
| Kurtosis: | 10.379 | Cond. No. | 300. |
4.5.3 Results of effective reproduction number ($R_t$)

![Graphs showing track of $R_t$ for USA between April 15, 2020 and Dec 31, 2020 by (a) LSTM; and (b) GRU.](image)

From Figure 12, we can easily see that compared to the GRU, the LSTM’s prediction of $R_t$ is much more stable and lower than the theoretical value. Combining the linear regression analysis from Table g, h and i for $R_t$, we know the slope of the linear regression for the theoretical $R_t$ is $-0.0011$, and the slope of the linear regression for the predicted $R_t$ by LSTM and GRU are $-0.0022$ and $-0.0015$, respectively. Obviously, compared with LSTM, GRU’s prediction of $R_t$ reflects the actual situation better. The results show that the effective reproduction number of USA shows a downwards trend, but it is not very obvious from Apr 15, 2020 to Dec 31, 2020. It shows that the epidemic in USA has improved during this time period.
Table g: Linear regression analysis for theoretical $R_t$

|        | coef   | std err | t     | P>|t| | [0.025 | 0.975 |
|--------|--------|---------|-------|------|--------|------|
| const  | 2.0493 | 0.206   | 9.928 | 0.000| 1.643  | 2.456|
| x1     | -0.0011| 0.001   | -0.812| 0.417| -0.004 | 0.002|
| Omnibus: | 56.791  | Durbin-Watson: | 1.874 |
| Prob(Omnibus): | 0.000  | Jarque-Bera (JB): | 113.836 |
| Skew:  | 1.095  | Prob(JB): | 1.91e-25 |
| Kurtosis: | 5.381  | Cond. No. | 300. |

Table h: Linear regression analysis for the $R_t$ that predicted by the LSTM

|        | coef   | std err | t     | P>|t| | [0.025 | 0.975 |
|--------|--------|---------|-------|------|--------|------|
| const  | 2.1358 | 0.186   | 11.509| 0.000| 1.770  | 2.501|
| x1     | -0.0022| 0.001   | -1.776| 0.077| -0.005 | 0.000|
| Omnibus: | 127.824 | Durbin-Watson: | 1.499 |
| Prob(Omnibus): | 0.000  | Jarque-Bera (JB): | 1012.668 |
| Skew:  | 1.784  | Prob(JB): | 1.26e-220 |
| Kurtosis: | 11.966 | Cond. No. | 300. |

Table i: Linear regression analysis for the $R_t$ that predicted by the GRU

|        | coef   | std err | t     | P>|t| | [0.025 | 0.975 |
|--------|--------|---------|-------|------|--------|------|
| const  | 2.0227 | 0.166   | 12.198| 0.000| 1.696  | 2.349|
| x1     | -0.0015| 0.001   | -1.391| 0.165| -0.004 | 0.001|
| Omnibus: | 31.101  | Durbin-Watson: | 1.360 |
| Prob(Omnibus): | 0.000  | Jarque-Bera (JB): | 44.427 |
| Skew:  | 0.757  | Prob(JB): | 2.25e-10 |
### 4.5.4 More statistical information

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Data type</th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_t$</td>
<td>Theoretical</td>
<td>0.0306957</td>
<td>0.0005028</td>
</tr>
<tr>
<td></td>
<td>Prediction by LSTM</td>
<td>0.0311968</td>
<td>0.0004248</td>
</tr>
<tr>
<td></td>
<td>Prediction by GRU</td>
<td>0.0315283</td>
<td>0.0003758</td>
</tr>
<tr>
<td>$\gamma_t$</td>
<td>Theoretical</td>
<td>0.0182474</td>
<td>4.507519e-05</td>
</tr>
<tr>
<td></td>
<td>Prediction by LSTM</td>
<td>0.0183418</td>
<td>1.9948614e-05</td>
</tr>
<tr>
<td></td>
<td>Prediction by GRU</td>
<td>0.0188130</td>
<td>3.5919904e-05</td>
</tr>
<tr>
<td>$R_t$</td>
<td>Theoretical</td>
<td>1.9042522</td>
<td>2.7817986</td>
</tr>
<tr>
<td></td>
<td>Prediction by LSTM</td>
<td>1.8629908</td>
<td>2.3982446</td>
</tr>
<tr>
<td></td>
<td>Prediction by GRU</td>
<td>1.8251087</td>
<td>1.7981305</td>
</tr>
</tbody>
</table>

Table 2: Mean and variance table for parameters of SEIR model in different situations

It is obvious to see that the variance of the predicted parameters is smaller than the theoretical variance. From the perspective of the mean and variance, the mean and variance of the parameters predicted by LSTM are closer to the theoretical mean and variance.

### 4.6 Summary

In this chapter, we use LSTM and GRU to learn and predict the parameters of the SEIR model $\beta_t$, $\gamma_t$ and $R_t$, and combine regression analysis and other statistical methods to briefly explain and analyze the results. The results show that the variance of the parameter values predicted by LSTM and GRU is smaller than the theoretical value, that is, the predicted data fluctuates slightly less than the theoretical value. From the perspective of the overall trend, the prediction result of GRU is closer to the theoretical result; from the overall mean and variance, the prediction result of LSTM is closer to the theoretical value.

Through the analysis of the reproduction number, we also concluded that the epidemic situation in the United States during this period of time has eased, although
the magnitude is not large.

In this chapter, we briefly summarize the prediction results of LSTM and GRU by comparing the theoretical and predicted values of the parameters. But in fact, the theoretical values of the parameters we used here are calculated by the SEIR model, and there is no true value of the parameters in the strict sense. A summary based on this comparison is not necessarily convincing. But we know the values of real active cases and removed cases, and we can further evaluate the learning and prediction parameters of LSTM and GRU by comparing the real and predicted values of these two variables. More importantly, the learning and prediction of the parameters we did in this chapter are all serve for the SEIR model, and the solution of the SEIR model can really show that our method is good or not. We will continue to discuss about it in the next chapter.
CHAPTER 5
MODEL EVALUATION

5.1 Introduction

Although training a model is essential in machine learning, it is equally important to judge the performance of a learned model on unseen data. Because we need to know whether the model we have learned is suitable for the data we are investigate and whether we can trust its predicted results. Model evaluation can help us judge the generalization accuracy of the model on out-of-sample data. \[31\] and help to find the best model that suitable for the data we focus on. Assessing the performance of a model with training data is usually not acceptable in data science because it is easy to generate overfitting models. \[32\]

In this chapter, we bring the parameters learned and predicted by the LSTM and GRU in the previous chapter back to the SEIR model to solve, and then the active cases and removed cases obtained are predicted using the value of these two variables. Then we utilize three common error metrics (RMSE, MAPE and \( r^2 \) score) to evaluate and analyze the true and predicted values of the test data part of active cases and removed cases to evaluate the performance of LSTM and GRU in parameter learning and prediction of SEIR model.

For the convenience of recording and thinking, we denote the SEIR model with dynamic parameters learned and predicted by LSTM as SEIR-LSTM; similarly, we denote the SEIR model with dynamic parameters learned and predicted by GRU as SEIR-GRU.
5.2 Numerical solutions for SEIR model using the dynamic parameters

Figure 13: Prediction of active cases for the USA by (a) LSTM; and (b) GRU between Apr 15, 2020 and Dec 31, 2020. The red curve presents the real data of active cases; the blue curve presents the prediction of the training data; the green curve presents the prediction of the test data.

Figure 14: Prediction of active cases for the USA by (a) SEIR-LSTM; and (b) SEIR-GRU between Apr 15, 2020 and Dec 31, 2020. The red curve presents the real data of active cases; the blue curve presents the prediction of the training data; the green curve presents the prediction of the test data.
Figure 15: Prediction of removed cases for the USA by (a) LSTM; and (b) GRU between Apr 15, 2020 and Dec 31, 2020. The red curve presents the real data of active cases; the blue curve presents the prediction of the training data; the green curve presents the prediction of the test data.

Figure 16: Prediction of removed cases for the USA by (a) SEIR-LSTM; and (b) SEIR-GRU between Apr 15, 2020 and Dec 31, 2020. The red curve presents the real data of active cases; the blue curve presents the prediction of the training data; the green curve presents the prediction of the test data.
5.3 Three common error metrics

We introduce three commonly used error metrics that used in this thesis in this section. Suppose there are a total of $N$ data, let $y_i$ be the actual value of the $i^{th}$ data and $\hat{y}_i$ be the prediction of the $y_i$, then the error metrics are:

5.3.1 Root-Mean-Square-Error (RMSE)

The RMSE is a commonly used error metric, which is the square root of the quadratic mean of the differences between predicted and actual values. It can more directly reflect the difference between the actual value and the predicted value. The RMSE is expressed mathematically as

$$RMSE = \sqrt{\frac{1}{N} \sum_{t=1}^{N} (\hat{y}_t - y_t)^2}$$ (34)

The range of MSE is $[0, +\infty)$. The larger the RMSE is, the larger the error is, which implies the worse the model would be. Conversely, the smaller the RMSE is, the smaller the error is, which implies the better the model. When $RMSE = 0$, it means that the predicted value is completely consistent with the actual value, which implies a perfect model.

5.3.2 Mean-Absolute-Percentage-Error (MAPE)

The MAPE measures the error in percentage, which is the absolute mean of the ratio of the predicted error to the actual value. It reflects the relative error based on the actual data in the form of a ratio, and can effectively avoid the intuitive impact on the size of the error value caused by the difference in data scale.

There is an example that can help to understand this better. Assume the real data is one million, and the prediction by the model is one million and 10,000, then the error of this point is 10,000. Intuitively, ”10,000” is a very large number, but we can’t conclude the model is bad directly. Because ten thousand accounted for only 1%
of one million, which means that the prediction deviation is only 1%. If you consider the actual value be 10 and the prediction be 9.9, then you will see the 1% error is just 0.1, which is a very small number. From this point of view, the absolute error sometimes can not reflect the effect of the forecast truly. Therefore, here we regard the relative error as another important metric for the model evaluation. The MAPE is calculated as:

$$MAPE = \frac{1}{N} \sum_{t=1}^{N} \left| \frac{\hat{y}_t - y_t}{y_t} \right|$$  \hspace{1cm} (35)$$

The smaller the MAPE, the better the model. If the data has no extreme values and zero values, the evaluation effect of MAPE could be very good.

### 5.3.3 $r^2$ score

$r^2$ score \cite{35} \cite{37} \cite{38} is the proportion of the variance of the true value that the predicted value can explain, and it can reflect how well the predicted value fits the true value. The $r^2$ score is calculated as:

$$r^2(y, \hat{y}) = 1 - \frac{\sum_{t=1}^{N}(\hat{y}_t - y_t)^2}{\sum_{t=1}^{N}(y_t - \bar{y}_t)^2}$$  \hspace{1cm} (36)$$

The range of $r^2$ score is $(-\infty, 1]$ for the non-linear regression, and the closer the value of $r^2$ score is to 1, the better the model is.
5.4 Results

Figure 17: The (a) absolute error; and (b) relative error for the test data of active cases for the USA

Figure 17 and Figure 18 show the error graphs of the test data of I and R, respectively. From the results, we can see that the prediction results of the SEIR-LSTM and SEIR-GRU models are good regardless see from the absolute error or the relative error.

Figure 18: The (a) absolute error; and (b) relative error for the test data of removed cases for the USA
<table>
<thead>
<tr>
<th>Variable</th>
<th>Model</th>
<th>RMSE</th>
<th>MAPE</th>
<th>$r^2$ score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active cases</td>
<td>LSTM</td>
<td>714945.7666415</td>
<td>0.0932058</td>
<td>-1.9011966</td>
</tr>
<tr>
<td>(I) GRU</td>
<td>951266.7168208</td>
<td>0.1154006</td>
<td>-4.1361248</td>
<td></td>
</tr>
<tr>
<td>SEIR-LSTM</td>
<td>251137.8920232</td>
<td>0.0251214</td>
<td>0.6420227</td>
<td></td>
</tr>
<tr>
<td>SEIR-GRU</td>
<td>178906.9787563</td>
<td>0.0187947</td>
<td>0.8183290</td>
<td></td>
</tr>
<tr>
<td>Removed cases</td>
<td>LSTM</td>
<td>3902973.6369046</td>
<td>0.1308772</td>
<td>-19.5962081</td>
</tr>
<tr>
<td>(R) GRU</td>
<td>3723350.9183446</td>
<td>0.1019719</td>
<td>-17.7440733</td>
<td></td>
</tr>
<tr>
<td>SEIR-LSTM</td>
<td>391136.7520847</td>
<td>0.0325937</td>
<td>0.7931511</td>
<td></td>
</tr>
<tr>
<td>SEIR-GRU</td>
<td>279495.5196168</td>
<td>0.0164521</td>
<td>0.8943801</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Validation Metrics for active cases and removed cases of COVID-19 forecasting using LSTM, GRU, SEIR-LSTM and SEIR-GRU models.

In order to have a more accurate evaluation of the performance of the prediction for the parameters of SEIR model of the four methods, we calculated the metrics RMSE, MAPE and $r^2$ scores for the test data of each parameter, and summarized them in the Table 3. From the above table, we can easily see that the SEIR-GRU model outperforms other models. Because among the four models, SEIR-GRU provides a better forecasting performance with lowest RMSE and MAPE values and the $r^2$ score closest to 1.

5.5 Summary

In this chapter, we bring the parameters learned and predicted by LSTM and GRU in the previous chapter back to the SEIR model for solution, and compare and analyze the obtained active cases and removed cases with real data. The RMSE, MAPE and $r^2$ scores were used to evaluate the models of LSTM, GRU, SEIR-LSTM and SEIR-GRU, respectively. The results show that the SEIR-LSTM and SEIR-GRU models perform very well for the predictions of the US data from April 15, 2020 to December 31, 2020.
CHAPTER 6

CONCLUSION

At the beginning of the thesis, we introduced the SEIR model and raised questions about the parameters of the model. To solve this problem, we employed the deep learning algorithms LSTM and GRU to learn and predict the parameters of the SEIR model, and then combined regression analysis and other statistical methods to analyze and discuss the prediction results. The results showed that the variance of the parameter predicted by LSTM and GRU is smaller than that of the theoretical values, that is, the fluctuation range of the predicted data is slightly smaller than the theoretical value. Judging from the overall trend, GRU’s prediction results are closer to theoretical results. From the overall mean and variance, the prediction result of LSTM is closer to the theoretical values. In the meantime, we got the conclusion that the epidemic in the United States has eased during the period of our research, although the magnitude is not large. We put the learning and prediction parameters of LSTM and GRU back to the SEIR model for solutions, compared and analyzed the true values and prediction of active cases and removed cases. Finally, we used RMSE, MAPE and $r^2$ scores to evaluate the LSTM, GRU, SEIR-LSTM and SEIR-GRU models respectively. The results show that both the SEIR-LSTM and SEIR-GRU models have smaller RMSE and MAPE values, and the $r^2$ score value closest to 1, regardless of whether it for active cases or removed cases. The minimum MAPE is as low as 1.6%, and the $r^2$ score is as high as 0.894. It fully illustrates the role and potential of LSTM and GRU in predicting the COVID-19 epidemic trend.

The main contribution of this paper is to solve the problem of the dynamic change of the parameters of the SIER model, put forward a set of relatively complete and effective SEIR model parameter learning and prediction ideas, and verify the application potential of LSTM and GRU in this field.

This article just selects the most basic compartmental models in epidemiology
model, SEIR model, as the basis, and expands around its parameter problem. In fact, there are many other models that are inherently more effective than SEIR models, such as SEIRD or dynamic SEIR models. These are all worth exploring. And only two machine learning methods are used here. In future work, we will apply more machine learning methods to explore its application potential in various fields.

All code of this thesis are written by Python. The core code has been uploaded to my GitHub: [https://github.com/zero3829/Lin_Feng_Master_Thesis_code/blob/main/USA](https://github.com/zero3829/Lin_Feng_Master_Thesis_code/blob/main/USA)
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