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ABSTRACT

A  Post Hoc Statistical Power Analysis and Survey of the

Research Published in the Journal of Athletic Training

Mark Andrew Tener 

Statistical power is the probability of finding a true 

effect in the population under investigation. When a true 

effect is found, the researcher rejects the null hypothesis 

and accepts the research hypothesis. Therefore,

statistical power is the probability of rejecting the null

hypothesis when it is false.

The purpose of this study was to perform a post hoc 

power analysis of published athletic training research. A 

sample of articles was selected from the three most 

recently completed volumes of the Journal of Athletic 

Training (vols. 32, 33, and 34) to answer the proposed 

research questions. The information collected from the 

articles concerned the use of an a priori power analysis, 

the report of observed power, the report of observed effect 

size, the reported level of significance, and the report of 

nonsignificant results. Specific articles were designated 

for a post hoc power analysis. Using well-known power 

tables, the statistical power for each article was 

calculated assuming the authors attempted to detect small, 

medium, and large effect sizes.

iii
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Of the 77 articles surveyed, two articles contained a 

report of using an a priori power analysis. Four articles 

contained a report of observed power. None of the articles 

contained a report of observed effect size. Forty-seven 

articles contained a report of nonsignificant results, yet 

only nine of these articles contained a report of 

insufficient power as a possible reason. Thirty-six 

articles were used for the post hoc power analysis. The 

mean powers were .18, .53, and .75 for the assumed small, 

medium, and large effect sizes, respectively.

It was concluded that athletic training researchers 

had a poor chance of finding true effects and rejecting the 

null hypothesis, unless the researchers attempted to detect 

large effects. Recommendations included: (1) requiring

certain information be reported in research articles; (2) 

reporting clear, well-understood results statements; (3) 

researching the possible reasons for the neglect of power 

among athletic training researchers; and (4) having editors 

and reviewers of the research help to change article 

submission policies.
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Chapter 1 

Introduction

Researchers have been using statistics for many years 

to analyze the data from their experiments. Statistics is 

one method in which data can be objectively and uniformly 

reported and enables researchers to make accurate 

conclusions and comparisons. Researchers use the 

statistical techniques to describe the sample data and to 

test the effect of the treatment. The effect could be a 

relationship between two variables, or the effect could be 

a mean difference between groups of subjects that may have 

received some type of treatment.

Statistical power is the probability of detecting a 

true effect that researchers expect to find in the 

population under investigation. True effects are ones that 

occur due to the relationship or treatment(s) under 

investigation, not the differences that may occur due to 

chance or error. When the true effect is discovered, the 

researcher is able to reject the null hypothesis(es) under 

investigation. As a researcher increases the statistical 

power of a study, he/she increases the chance of finding 

true effects and rejecting the null hypothesis.

Conversely, if a researcher neglects adequate statistical
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power, the researcher decreases the chance of finding true 

effects and fails to reject the null hypothesis.

The process of establishing an adequate level of 

statistical power (power analysis) within an investigation 

should be performed in the planning stages of the study 

before the data are collected (a priori). Despite this 

general rule, there is evidence that may indicate that 

researchers are not planning for adequate levels of 

statistical power. The problem of inadequate statistical 

power usually comes to light when the researcher does not 

find a true effect. The researcher then performs the power 

analysis after the data have been collected (post hoc) and 

realizes that some aspect of the research design was 

overlooked which produced low statistical power, e.g., 

sample size was too small.

The problem of inadequate statistical power in 

research was first identified in the early 1960s. Cohen's 

(1962) landmark study of the statistical power of the 

research published in the Journal of Abnormal and Social 

Psychology brought the issue to the forefront of research 

design and evaluation. He explained the status of 

statistical power analysis at that time.
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The problem of power is occasionally approached 

indirectly by the concern of sample size to be used in 

an investigation. Other things equal, power is a 

monotonic function of sample size, but decisions as to 

sample size are typically reached by recourse to local 

tradition, ready availability of data, unaided 

intuition, usually called "experience," and 

negotiation (the latter between doctoral candidate and 

sponsor, or author and editor) and rarely on the basis 

of a Type II error analysis, which can always be 

performed prior to the collection of data. These non- 

rational bases for setting sample size must often 

result in investigations being undertaken which have 

little chance of success despite the actual falsity of 

the null hypothesis, and probably less often in the 

use of a far larger sample than is necessary. Either 

of these circumstances is wasteful of research effort 

(p. 145) .

Despite Cohen's concern and warning about inadequate 

statistical power almost 40 years ago, several researchers 

still overlook the necessity for adequate statistical 

power. For example, Davlin, Holcomb, and Guadagnoli (1999) 

investigated the effect of electromyographic biofeedback
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training and hip position on the strength ratio between the 

vastus medialis oblique (VMO) and vastus lateralis (VL) 

muscles. An imbalance between the VMO and VL is associated 

with patellofemoral pain syndrome (PFPS), and the authors 

wanted to determine if the biofeedback training and hip 

position would positively affect the VMO/VL strength ratio.

The authors used 36 subjects who were randomly 

assigned to one of three experimental groups. The first 

group used the biofeedback training with the hip in a 

neutral position. The second group used the training with 

the hip in external rotation. The third group used the 

training with the hip in internal rotation. The treatment 

protocol spanned five consecutive days and was initiated 

with a pretest on the first day, proceeded by the 

biofeedback training on the second, third, and fourth days, 

and concluded with a posttest on the fifth day.

Davlin, Holcomb, and Guadagnoli (1999) reported a 

significant difference between the pretest and posttest; 

therefore, the subjects received a benefit from the 

biofeedback training. However, the authors also reported 

nonsignificant results between the three groups (hip 
positions). The authors explained that the lack of 

significant differences between the groups was attributable

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



5

to the small sample size. Through further investigation, 

the authors explained that they would have needed to double 

the sample size to demonstrate significant differences 

among the groups.
In essence the study lacked the statistical power to 

detect the true difference between the three treatment 

groups. The problem of small sample size could have been 

detected with an a priori power analysis, and changes could 

have been made to the study design to ensure adequate 

statistical power.

Keppel (1991) stated that it is unclear why this 

situation exists considering procedures are readily 

available for researchers to design studies with acceptable 

statistical power. These procedures would allow 

researchers to escape the statistical power problems 

associated with most research.

Other statisticians have expressed their concern for 

this oversight in more contemporary research. Sedlmeier 

and Gigerenzer (1989) stated that research was in a 

"paradoxical state," given that a high priority is placed 

on significant findings, yet studies are designed and 

conducted with a small chance of resulting in a significant 

difference if there was a true effect. In a bold
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statement, the authors stated, "Researchers paradoxically 

seem to prefer probable waste of time, money, and energy to 

the explicit calculation of power." Keppel (1991) stated, 

"The reality is that most researchers appear to pay little 

attention to power," and presented the question, "Why 

should we waste time and resources undertaking a project 

that has a relatively low probability of detecting 

treatment effects and producing significant results?" 

Shavelson (1996) stated that researchers should take a 

"power trip" and conduct studies designed with as much 

statistical power as possible. Like the others, Shavelson 

stated that it is not reasonable to waste time and money on 

an experiment that has a small probability of detecting a 

difference when a true difference is present.

Discipline of Athletic Training

Many disciplines of study (e.g., education, 

psychology, and marketing) have been examined for existing 

levels of statistical power. This study centers on the 

discipline of athletic training.

The discipline of athletic training deals with the 

prevention, evaluation, treatment, and rehabilitation of 

athletic injuries. The Journal of Athletic Training, 

published by the National Athletic Trainers' Association
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(NATA), is the primary source of research in athletic 

training. The articles include original research, 

literature reviews, clinical techniques, case reports, and 

special communications that encompass the performance 

domains of the Certified Athletic Trainer (ATC). These 

domains are: (1) prevention, (2) recognition, evaluation,

and assessment, (3) immediate care, (4) treatment, 

rehabilitation, and reconditioning, (5) organization and 

administration, and (6) professional development and 

responsibility (National Athletic Trainers Association 

Board of Certification, 1999).

In an editorial, Perrin (1997), editor of the journal, 

explained the roles of a more scholarly journal for the 

profession of athletic training and made recommendations 

for the Journal of Athletic Training to become a scholarly 

journal. He stated that the original research published in 

a scholarly journal would create a foundation for 

professional position statements. He explained that a 

scholarly journal would contribute to the progress of the 

athletic training profession by establishing a scientific 

body of knowledge. Further in the editorial, he 

recommended that improvement was needed in the quality of
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the writing and research published in the journal, and 

improvement was needed in the peer review process.

If the Journal of Athletic Training were to assume the 

roles proposed by Perrin (1997), then statistical power 

must be considered within the research published in the 

journal. Position statements cannot be established nor the 

profession of athletic training advanced if the information 

in the foundational body of knowledge is not reliable. 

Statistical power is used by the researcher to detect true 

effects, but statistical power also deals with the ability 

to reproduce the researcher's findings when other 

researchers attempt to replicate the study. The ability to 

reproduce the results is a reliability issue. The results 

of a study with low statistical power cannot be reproduced 

adequately which makes the results unreliable and places an 

unsupportive "brick" in the foundation of position 

statements and professional advancement.

Statistical power is a factor in the recommendations 

presented by Perrin (1997). A  priori power analyses would 

assist researchers in maximizing their research design to 

find true effects, which, in turn, would improve the 

quality of the research published. Also, the editors and 

reviewers of athletic training research can encourage the
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practice of statistical power analysis by stating that they 

expect the authors to explain their choices of sample sizes 

and to report the statistical power and effect sizes in the 

results.

Purpose

The primary purpose of this study was to conduct a 

post hoc power analysis within the athletic training 

research published in the Journal of Athletic Training. A 

secondary purpose of this study was to identify and 

evaluate the use of a priori power analyses and the report 

of observed power, observed effect size, level of 

significance, and nonsignificant results.

Significance of the Study

The issue of statistical power must be brought to the 

attention of the producers, sponsoring agencies, and 

readers of athletic training research. Individuals who 

conduct research in athletic training must address 

statistical power in order to detect the true treatment 

differences they expect to find. Members of sponsoring 

agencies, such as the review board of the Journal of 

Athletic Training and the NATA Research and Education 

Foundation, should consider the statistical power of 

submitted studies and proposals to determine if the
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submitted materials warrant publication or financial 

support. The readers of athletic training research, 

primarily athletic training practitioners, should 

understand statistical power in order to evaluate the 

reliability of research results before incorporating 

treatments into their respective practices.

Research Questions
Through consideration of the purpose and need for 

statistical power analysis in research, statisticians' 

concerns regarding inadequate statistical power, and 

previous power analysis studies, the following research 

questions were formulated. In the research studies 

published in volumes 32, 33, and 34 of the Journal of 

Athletic Training:

1. What were the types of research published?

2. How many studies contained a report of the use of a 

power analysis?

3. How many studies contained a reported calculation of 

observed power?

4. How many studies contained a reported calculation of 

observed effect size?

5. What was the reported level of significance (alpha) for 

each of the research studies?
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6. How many studies contained a report of nonsignificant 

results?

7. Of the studies that contained nonsignificant results, 

how many studies contained a report of insufficient 
statistical power as a possible reason for the 

nonsignificant results?

8. How many studies were designated for post hoc power 

analyses?

9. What were the frequencies and means of the calculated 

statistical power values for the designated articles?

Limitations of the Study

The following limitations were established due to the

scope and design of this study.

1. The sample of athletic training research was limited to 

the three most recently completed volumes of the Journal 

of Athletic Training (volume 32, 1997; volume 33, 1998; 

volume 34, 1999) and did not reflect the studies 

published in previous volumes.

2. The studies designated for post hoc power analyses were 

limited to those studies whose authors used the 

statistics for which Cohen's (1988) tables were designed 

and did not reflect those studies whose authors used 

within-subjects (repeated measures) designs.
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3. The post hoc power calculations were limited to the use 

of the power tables presented in Cohen's (1988) 

Statistical Power Analysis for the Behavioral Sciences 

and did not reflect the use of other tables and computer 

programs that can be used to calculate statistical 

power.

Definitions of Terms
For consistency and clarity of meaning throughout this 

study, the following definitions were used for the listed 

terms.

Alpha (a) level (level of significance) - the 

probability that defines how rare or unlikely the sample 

data must be before the researcher can reject the null 

hypothesis (Huck, Cormier, & Bounds, 1974); the probability 

of rejecting a true null hypothesis (Type I error) (Keppel, 

1991)

A priori - estimated from available facts without 

close examination (Webster's School Dictionary, 1980)

Beta (P) - the probability of failing to reject a false 

null hypothesis (Type II error) (Keppel, 1991)

Description - one of the uses of statistics that 

describes the sample taken from the population; statistics 

may include measures of central tendency (mean, median,
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mode) and variability (standard deviation, variance, range, 

standard error of the mean) (Thomas & Nelson, 1996)

Effect size - the magnitude or strength of the 

relationships or treatment differences under investigation 

(Cohen, 1988)

Extraneous variable (a.k.a., nuisance or confounding 

variable) - the factor that may explain the effect other 

than the independent variable under investigation 

(Shavelson, 1996)

Inference - the ability of the researcher to 

generalize (or infer) the results from the sample to the 

general population (Shavelson, 1996)

Observed effect size - the size of the effect that was 

calculated by the researcher(s) once the data were 

collected and analyzed (Cohen, 1988)

Observed power - the statistical power of a research 

study that was calculated by the researcher(s) after the 

data were collected and analyzed (Cohen, 1988)

Population - the large group of people, designated by 

the researcher, that is studied and from which the sample 

is taken (Shavelson, 1996)
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Post hoc power analysis - the calculation of 

statistical power after the data have been collected and 

analyzed (Cohen, 1988)

Power - the probability of finding true treatment 

effects which allows the researcher to reject a false null 

hypothesis (Cohen, 1988)

Power analysis - the a priori process of determining 

the statistical power of a study for an established level 

of significance, effect size, and sample size, or the a 

priori process of determining the required sample size for 

an established effect size, level of significance, and 

statistical power (Cohen, 1988)

Sample - the subset of subjects taken from the 

population (Shavelson, 1996)

Sample size - the number of subjects included in the 

sample (Shavelson, 1996)

Statistics - an objective method of interpreting a set 

of observations or scores (Thomas & Nelson, 1996)

Type I error - the rejection of the null hypothesis 

when in fact the null hypothesis is true (Keppel, 1991)

Type II error - the failure to reject the null 

hypothesis when in fact the null hypothesis is false 

(Keppel, 1991)
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Chapter 2 

Review of Literature 

The following subjects are reviewed within this 

chapter: (1) the uses of statistics, (2) the hypothesis 

testing procedure, (3) errors in hypothesis testing, (4) 

definition of statistical power, (5) the relationship of 

statistical power, a, sample size, and effect size, (6) the 

methods of increasing statistical power, (7) previous 

research of post hoc power analysis, (8) implications of 

the neglect of statistical power in research, (9) reasons 

for the neglect of statistical power in research, and (10) 

statistical power analysis in athletic training.

The Uses of Statistics
Thomas and Nelson (1996) explained that statistics is 

a way of interpreting collected data, and researchers use 

statistics in three ways. One use of statistics is to 

describe the characteristics of the sample and data in 

which the researcher is studying. The most common way of 

describing these characteristics is with measures of 

central tendency, i.e., the mean, median, and mode, and 

variability, i.e., range and standard deviation (p. 92).

Thomas and Nelson (1996) further explained that 

another use for statistics is to establish and test
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relationships between sets of data. The relationship is 

referred to as a correlation, and the most common type of 

correlation is the Pearson r (simple correlation) (p. 92). 

The quantitative value of the Pearson r correlation, called 

a correlation coefficient, is a measure of the degree of 

relationship between two variables. The two variables can 

be positively correlated or negatively correlated.

Therefore, the values for a correlation coefficient can 

range from -1.00 to +1.00, where -1.00 is a perfect 

negative relationship, +1.00 is a perfect positive 

relationship, and 0.00 is no relationship (p. 116).

Thomas and Nelson (1996) further explained that the 

third use of statistics is to measure the differences among 

groups of data. This process involves calculating a value 

from the data, dependent upon the test used, and comparing 

the calculated value to a value from a table to determine 

if the groups are significantly different (p. 92).

Commonly used tests that measure the difference among 

groups include the t test (difference between two groups), 

the analysis of variance (difference between two or more 

levels of the independent variable), and the factorial 

analysis of variance (difference between the levels of two 

or more independent variables) (p. 140).
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Thomas and Nelson (1996) also explained that the 

latter two uses of statistics are calculated from a 

comparison of components of the following formula: total 

variance = true variance + error variance. Researchers use 

different parts of the formula to measure relationships 

between variables and test for differences among groups.

To calculate a relationship, the researcher uses the 

proportion of total variance accounted for by the true 

variance (true variance/total variance) and takes the 

square root of that value. To calculate a difference among 

groups, the researcher uses the ratio of true variance to 
error variance (true variance/error variance) (p. 152).

Often there is a misunderstanding of the uses of 

statistical techniques. Description and inference, i.e., 

the ability to generalize the results to the larger 

population, are sometimes considered the uses of 

statistics. Shavelson (1996) defined inferential 

statistics as, "a set of methods used to draw inferences 

about a large group of people from data available on only a 

representative subset of the group." Shavelson (1996) 

defined descriptive statistics as, "a set of concepts and 

methods used in organizing, summarizing, tabulating, and 

describing collections of data."
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Thomas and Nelson (1996) argued that description and 

inference are confused as statistical techniques, and the 

confusion, "is the result of saying that correlations 

describe relationships and that cause-and-effeet is 

inferred by techniques for testing differences between 

groups." Actually, the sample of subjects is described by 
the results of any statistical technique. Inference is 

based on the sample, procedures, and context and has 

nothing to do with the statistical technique used. If the 

sample has been properly selected and represents a larger 

group, then the results can be inferred to the larger group 

(p. 94).
The Hypothesis Testing Procedure

Before any data can be collected, ideas, or 

hypotheses, about the outcome of the experiment must be 

established. Keppel (1991) and Shavelson (1996) explained 

that the hypothesis to be tested is the null hypothesis 

(denoted H0) . The authors explained that with the null 

hypothesis the researcher predicts there is no effect in 

the population(s) under investigation. When using 

statistics to measure the difference between groups, the 

researcher tests if there is a difference between the means 

of the groups. When using statistics to test for
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relationships between variables, the researcher 

demonstrates whether there is a relationship between the 

variables under investigation.

Keppel (1991) and Shavelson (1996) explained that an 

alternative hypothesis (denoted Hi) is also considered in 

the study. The authors further explained that the 

alternative hypothesis specifies that an effect does exist 

in the population(s) under investigation. A researcher may 

state that the group means are not equal (nondirectional), 

or the mean of one group will be greater than the 

other(s)(directional). When studying relationships, a 

researcher may state that a relationship exists between two 

variables (nondirectional), or the relationship is positive 

or negative (directional).

Shavelson (1996) explained that researchers must 

consider previous studies when choosing one of the forms of 

the alternative hypothesis. If little previous research is 

found and/or the topic is relatively new, the researcher 

may design the study to be more exploratory and use the 

nondirectional alternative hypothesis. If the researcher 

is fairly certain that the observed difference will favor 

one group or the other, the researcher selects the 

appropriate directional alternative hypothesis (p. 220).
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In all cases, the null hypothesis is set up in an 

attempt to knock it down (reject it). Cohen (1990) stated, 

"It is called a 'null' hypothesis because the strategy is 

to nullify it." If this is accomplished, the alternative 

hypothesis is supported indirectly, and the alternative 

hypothesis is what led to the study in the first place.

The level of significance is another item that needs 

to be set before the data are collected. Huck, Cormier, 

and Bounds (1974) explained that the level of significance, 

denoted by the Greek letter a (alpha), is a probability (p) 

that defines how rare or unlikely the sample data must be 

before the researcher can reject the null hypothesis.

Shavelson (1996) explained that the establishment of a 

significance level leads to the following decision: The 

null hypothesis is rejected if the probability of obtaining 

a sample mean at or beyond a certain value is less than or 

equal to the specified a. If the probability of the sample 

mean is greater than the specified a, then the null 

hypothesis is not rejected.

In summary, the researcher formulates a null 

hypothesis to be tested. The researcher also establishes a 

level of significance as a criterion to determine if a true
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relationship or difference exists. The researcher applies 

the specified statistical technique to the data and 

receives an observed value for that technique. The 

researcher then compares the observed value to a table 

designed to give critical values for the specific technique 

within the established significance level. If the observed 

value exceeds the critical value, the researcher rejects 

the null hypothesis and accepts the respective alternative 

hypothesis.

Modern statistical software for computers calculates 

the actual probability for the specific statistical test

value, and referral to a table is not needed. If the

probability of the statistical test is less than or equal 

to the preset level of significance, i.e., £ < a, then the

null hypothesis can be rejected.

Errors in Hypothesis Testing

Kraemer and Thiemann (1987) explained that errors can 

be made in the hypothesis testing process even though the 

researcher may have followed the correct procedures. Using 

an analogy of a court trial, even though the prosecutor 

follows the procedure for prosecuting a defendant the jury 

can make mistakes in deciding whether to return a guilty 

verdict or uphold the innocence of the defendant.
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Sometimes, the jury may find a defendant guilty when, in 

reality, he/she is truly innocent. Other times, the jury 

may find a defendant innocent when, in reality, he/she is 

truly guilty.
Kraemer and Thiemann (1987) further explained that the 

problem is similar to rejecting or failing to reject the 

null hypothesis in deciding if a relationship or difference 

is significant. Sometimes the researcher rejects the null 

hypothesis when, in reality, the null hypothesis is true 

and should not be rejected. This error is known as a Type 

I error. Other times the researcher fails to reject the 

null hypothesis when, in reality, the null hypothesis is 

false and should be rejected. This error is known as a 

Type II error.

Keppel (1991) explained the two types of errors 

another way. In reality, the null hypothesis is either 

true or false, and the researcher either rejects or does 

not reject the null hypothesis. The combination of these 

decisions results in four possible situations, of which two 

are the correct decisions, specifically, rejecting the null 

hypothesis when it is false and not rejecting the null 

hypothesis when it is true. Table 1, on page 23, 

summarizes the possible situations and correct decisions.
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Table 1

Errors in Null Hypothesis Testing

Reality

Decision H0 is true H0 is false

Reject Ho Incorrect 
(Type I error)

Correct

Retain Ho Correct Incorrect 
(Type II error)

There is an inherent problem when researchers try to

control for Type I and Type II errors. Huck, Cormier, and

Bounds (1974), Keppel (1991), Shavelson (1996), and Thomas 

and Nelson (1996) explained that an inverse relationship 

exists when controlling for the two types of errors. 

Therefore, when the researcher decreases the likelihood of 

committing a Type I error, the probability of making a Type 

II error increases, and vice versa.

The researcher has another consideration within the 

study design as a result of this inherent problem between 

the two types of error. Shavelson (1996) explained that 

researchers must decide which of the two types of error is
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more serious. Type I errors may lead the researcher into a 

blind alley by relying on an effect that does not exist in 

the population. Franks and Huck (1986) stated, "In 

exploratory studies, Type II errors are very costly because 

they may eliminate factors that need to be included in 

future studies and overall theory."
Keppel (1991) and Shavelson (1996) explained that 

researchers should use common sense when considering the 

risks of committing a Type I or Type II error, and, after 

careful consideration, the researcher must design the study 

to control for the specific error deemed more serious.

Miller and Knapp (1971) discussed the relative implications 

of Type I and Type II errors.

The prevalent preoccupation with the avoidance of Type 

I error bespeaks a commendable concern for the 

integrity of knowledge by subjecting Hx to rigorous 

tests against H0. Yet the cause of science may be 

prejudiced far more gravely in the long run by the 

erroneous, and perhaps permanent, abandonment of a 

true Hx. By its very nature the incorrect rejection of 

H0 invites ultimate exposure. Type II error, however, 

is more likely to escape detection (p. 21).
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Keppel (1991) and Shavelson (1996) explained that in any 

study researchers need to use a balanced research design 

that adequately controls for both types of error. Although 

the balanced approach in research design is needed and 

admirable, the balanced approach is easier said chan done.

Huck, Cormier, and Bounds (1974), Keppel (1991), 

Shavelson (1996), Thomas and Nelson (1996) explained that 

researchers control the probability of making Type I errors 

by using the alpha ( a )  level, which is the same alpha used 

for the level of significance. The a  level not only serves 

to determine significance, but the a  also represents the 

probability of rejecting a true null hypothesis. As a  is 

decreased, e.g., from .10 to .05 to .01, the researcher 

decreases the probability of committing a Type I error and 

increases the probability of making a correct decision when 

the null hypothesis is true.

Huck, Cormier, and Bounds (1974), Keppel (1991), 

Shavelson (1996), and Thomas and Nelson (1996) also 

explained that researchers establish a beta (0) level to 

control for a Type II errors. Restricting the P will 

decrease the probability of committing a Type II error and
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increase the probability of making a correct decision when 

the null hypothesis is false.

Definition of Statistical Power

Cohen (1970) defined statistical power as the

probability of rejecting a false null hypothesis, i.e., 1 - 

p. Cohen (1988) expanded the definition and stated, "The 

power of a statistical test is the probability that it will 

yield statistically significant results."

The theoretical definition of statistical power goes 

beyond the mathematical definition of 1 - p. Keppel (1991) 

explained, "Power reflects the degree to which we can

detect the treatment differences we expect and the chances

that others will be able to duplicate our findings when 

they attempt to repeat our experiments." Therefore, 

statistical power includes the ability to detect true 

effects (relationships and differences) that allow the 

researcher to reject a false null hypothesis. Also, the 

concept of statistical power includes the ability to 

reproduce the results of the original study.

For example, if a researcher found that his/her study 

has a statistical power value of .5, the researcher had a 

50% chance of rejecting a false null hypothesis. If the 

study were repeated 100 times, the researcher would reject
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a false null hypothesis in 50 studies. The lack of 

statistical power in this example has a profound effect on 

the researcher's ability to support his/her hypothesis and 

the reliability of the researcher's results. Thomas, 

Lochbaum, Landers, and He (1997) stated, "A real difference 

is a reliable one, because the null hypothesis is rejected 

consistently in replications of the research."

Relationship of Statistical Power, a, Sample Size, and 

Effect Size

Sample size is the number of subjects used for the 

study. Keppel (1991) explained that researchers have to 

decide on the proper number of subjects based on the cost 

and availability of subjects, research design constraints, 

and the statistical power of the design.

Sawyer and Ball (1981) and Kosciulek & Szymanski 

(1993) stated that effect size is the degree of group 

differences or the strength of relationships among 

variables. Cohen (1988) explained that effect size may 

also be considered as the degree to which the phenomenon of 

interest is observable in the population or the degree to 

which the null hypothesis is false. West (1985) explained 

that effect size, "refers to the extent to which an 

alternative hypothesis is true in the population." Katzer
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and Sodt (1973) stated that the effect size, "tells the 

researcher how important his results are; it helps answer 

the 'so what' question." Cohen (1992) and Shavelson (1996) 

stated that effect size is an index of the discrepancy 

between the null and alternative hypotheses.

This "index" can be expressed in a quantitative value. 
Keppel (1991) and Thomas and Nelson (1996) explained that a 

common index for effect size, also considered treatment 

magnitude, is the omega squared (or) . The to2 value varies 

between 0, when effects are not present, and 1.0 when 

effects are present. The measure is an indication of the 

percentage of total variance explained, or accounted for, 

by the treatment(s) or condition(s) under investigation.

Other common expressions of effect size are formulas 

presented by Cohen (1988) . He developed the effect size 

formulas as a way to standardize the size of the treatment 

effects. The formulas represent the influence of the 

treatment or grouping variable on the dependent variable 

reported in standard deviation units.

The effect size is important to the interpretation of 

the results. Ahrens (1971) stated, "The researcher should 

not be limited to tests of significance. Rather, he should 

measure the magnitude of the relationships." Cohen (1990)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



29

agreed as he stated, "I have learned and taught that the

primary product of a research inquiry is one or more

measures of effect size, not £ values." Chase and Tucker 

(1975) explained that after conducting the study the power- 

related data should be included in an effort to analyze the

results of the study. They stated further,
The experimenter may or may not choose to compute the 

observed effect size, but he should provide the 

necessary information so that his readers may do so. 

This information enables scholars to determine the 

amount of variance in the dependent variable which was 

accounted for by the independent variable, and as such 

provides valuable data concerning the experimental 

effort (p. 40).

Katzer and Sodt (1973) stated that it seems obvious that a 

researcher would want to know these pieces of information. 

Brown (1989) explained that none of the information 

requires any additional effort from the researcher, because 

the information is included in the output of most 

statistical software packages.

Statistical power, effect size, a, and sample size 

should be considered when designing a study. Thomas et al. 

(1997) explained that if three of these factors are known,
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or can be estimated, the fourth factor can be calculated. 

Researchers should use statistical power, a ,  effect size, 

and sample size, and the relationships between them, to 

properly design a study. These design parameters should be 

taken into consideration before the study (a priori).

With statistical power, a ,  effect size, and sample 

size in mind, Cohen (1988) described four possible types of 

power analysis in which one parameter is determined as a 

function of the other three. A researcher can determine:

( 1 ) power as a function of a ,  effect size, and sample size,

( 2 ) sample size as a function effect size, a ,  and power,

(3) effect size as a function of a ,  sample size, and power,

and (4) a  as a function of sample size, power, and effect 

size.

Cohen (1988) explained that analyses 1 and 2 are the 

most commonly used types. Analysis 1 is used in post hoc 

power analysis where the researcher used the published a ,  

effect size, and sample size to determine the statistical 

power of the published study. Analysis 2 is used to 

predetermine the needed sample size for a study with a 

predetermined a, effect size, and power level. Cohen 

(1988) further explained that the use of analysis 3 is less
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common, but may be quite useful in special circumstances, 

e.g., comparing research results in literature surveys.

Cohen (1988) also explained that the use of analysis 4 is 

very uncommon, because researchers may not want to use an a 

level larger than the significance criterion.

Methods of Increasing Statistical Power

When designing a study, researchers must be familiar 

with the methods that help increase the statistical power 

of a study. The other components (sample size, effect size, 

and a) can be manipulated by the researcher to produce a 

sound research study with adequate statistical power to 

support the research (alternative) hypothesis.

Cohen (1962, 1988, 1990) stated that sample size is 

the factor normally used to increase statistical power. If 

the effect size and a are held constant, a researcher can 

increase the statistical power of the study by increasing 

the sample size. However, many deterrents to using larger 

sample sizes exist, e.g., time, cost and availability of 

subjects. Therefore, the researcher must use the other 

components (a and effect size) to boost the statistical 

power.
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The a  level can be adjusted according to the needs of 

the study. Franks and Huck (1986) explained that with the 

effect size and sample size held constant, researchers can 

increase statistical power by increasing the a  level. 

Researchers can relax the a  level and use less stringent 

levels, e.g., a  = .10 or .25, for studies that are 

exploratory, have limited samples sizes, or for which a 

Type II error is deemed more costly than a Type I error. 

Keppel (1991) agreed and stated that this method is a 

reasonable option if researchers realize that they cannot 

attain adequate statistical power in the study without 

increasing the significance level. O'Brien and Israel

(1987) stated, "Only after addressing all design 

options...should the Type I error be considered for 

manipulation."

Chase and Tucker (1975), West (1985), and Mazen, Graf, 

Kellogg, and Hemmasi (1987) stated that of the three 

components of statistical power effect size is perhaps the 

most difficult to estimate. Ideally, the researcher needs 

to fully review previous well-conceived studies to 

ascertain some idea of expected treatment effect. Cohen

(1988) stated that when it is not feasible to calculate
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such an index from previous research, researchers can 

utilize one of Cohen's (1988) three conventional levels 

representing small, medium, and large effect sizes present 

in a population.

Thomas and Nelson (1996) explained that even though it 

is difficult to estimate an effect size, researchers are 

able to control the effect size in several ways. Methods 

of controlling the effect size can be determined by 

examining the ratio used to calculate differences among 

groups, i.e., true variance/error variance ratio, and the 

ratio used to determine relationships, i.e., true 

variance/total variance. Therefore, by maximizing the true 

effect (effect size) in the numerator and controlling the 

error variance in the denominator, the researcher can 

increase the statistical power within the study.

Thomas and Nelson (1996) explained that there are 

several methods of increasing effect size that the 

researcher can use, especially if the researcher is 

studying the difference among groups. Applying stronger, 

more concentrated treatments increases the differences 

among the groups. The researcher can plan a longer 

treatment time, e.g., 12 weeks instead of eight weeks, so 

the treatment can show a better effect. The researcher can
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select subjects in which the effect is more obvious, i.e., 

comparing novice and expert subjects.

Keppel (1991), Shavelson (1996), and Thomas and Nelson 

(1996) explained that reducing the error variance in the 

ratio increases the statistical power. First, the 

researcher must choose a reliable method of measuring the 

dependent variable. The instrument used to measure the 

dependent variable must be consistent, accurate, 

reproducible, and dependable. Second, the researcher can 

eliminate the amount of measurement error to increase the 

statistical power of a study. The researcher must maintain 

proper calibration of the equipment, incorporate well- 

trained assistants and technicians, and use special testing 

rooms that maintain consistent environmental factors, i.e. 

noise, temperature, and illumination. Third, the 

researcher can choose a statistical technique that reduces 

the error variance, e.g., the analysis of covariance 

(ANCOVA).
Finally, Cohen (1990), Keppel (1991), and O'Brien and 

Israel (1987) explained that researchers increase 

statistical power by decreasing the number of treatment 

conditions considered within the study. Researchers can 

increase the sample size of the remaining treatment
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conditions, therefore, increasing the statistical power of 

the study. Researchers should not consider this maneuver 

if all of the treatment conditions are essential for the 

study. However, some treatment conditions can be 

eliminated if the conditions provide information that is 

secondary to the main purpose of the study and/or the 

conditions are too time consuming and costly to measure.

The researcher should complete a statistical power 

analysis, a priori, to decide whether some treatment 

conditions can be eliminated without jeopardizing the 

integrity of the study.

Previous Research of Post Hoc Power Analysis

Jacob Cohen initiated the topic of research involving 

the post hoc power analysis of completed research in 1962. 

The purpose of his study was three-fold: (1) to bring the

issue of statistical power to the attention of researchers 

and consumers of research, (2) to develop tables and 

uniform standards which facilitate the use of statistical 

power analyses for common statistical tests, and (3) to 

survey the psychological research literature and determine 

the statistical power of the literature.

Cohen (1962) stated that the main difficulty for 

psychological researchers in performing a statistical power
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analysis was the determination of the proper effect size 

that the researchers wanted to detect, or the effect size 

that existed in the population. With this in mind, he 

developed ranges of small, medium, and large effect sizes 

for frequently used statistical tests. He hoped tnac the 

development of uniform standards would encourage the use of 

statistical power analysis in the design of psychological 

research, and that the standards would be applicable 

throughout the diverse content areas of psychological 

research.

After he determined and gave the rationale for the 

ranges of effect sizes, Cohen (1962) used the standards to 

investigate the status of statistical power in published 

psychological research. He surveyed the articles published 

in volume 61 (1960) of the Journal of Abnormal and Social 

Psychology. The mean statistical power of the articles was 

.18 for small effect sizes, .48 for medium effect sizes, 

and .83 for large effect sizes. This meant that 

psychological researchers had an 18% chance of rejecting a 

false null hypothesis assuming the authors attempted to 

detect a small effect size, a 48% chance assuming the 

authors attempted to detect a medium effect size, and an 

83% chance assuming the authors attempted to detect a large
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effect size. Cohen (1962) concluded that the author(s) who 

published research studies in this particular volume had a 

poor chance of rejecting a false null hypothesis, unless 

the author(s) was expecting a large effect size.

With these results, Cohen developed standards for 

statistical power analysis and compiled the standards into 

a handbook called Statistical Power Analysis for the 

Behavioral Sciences, which was published in 1969. The text 

was later revised in 1977 and in 1988. This text and 

Cohen's concept of statistical power analysis were the 

basis for subsequent research in other disciplines.

Brewer (1972) conducted a study of the statistical 

power present in the American Educational Research Journal. 

He surveyed the issues from November 1969 through May 1971. 

Brewer (1972) found that the mean statistical power for the 

journal articles was .14, .58, and .78 for small, medium, 

and large effect sizes, respectively.

As a comparison, Brewer (1972) also calculated the 

statistical power for two other journals. He surveyed 

articles from the Journal of Research in Science Teaching 

and The Research Quarterly covering a comparable time span 

as the American Educational Research Journal. Brewer 

(1972) reported that the mean statistical power for the
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Journal of Research in Science Teaching was .22, .71, and 

.87 for the assumed small, medium, and large effect sizes, 

respectively. Brewer (1972) reported that the mean 

statistical power for The Research Quarterly was .14, .52, 

and .80 for the assumed small, medium, and large effect 

sizes, respectively.

Penick and Brewer (1972) surveyed the articles 

published in the 1969 and 1970 issues of the Journal of 

Research in Science Teaching. Penick and Brewer (1972) 

found that the mean statistical power of the surveyed 

articles was .22, .71, and .87 for the assumed small, 

medium, and large effect sizes, respectively.
Katzer and Sodt (1973) surveyed articles published in 

the 1971 and 1972 issues of the Journal of Communication. 

Katzer and Sodt (1973) found that the mean statistical 

power of the articles surveyed was .23, .56, and .79 for 

the assumed small, medium, and large effect sizes, 

respectively.

Haase (1974) surveyed the articles published in the 

1968 to 1971 issues of Counselor Education and Supervision. 

Haase (1974) found that the mean statistical power of the 

surveyed articles was .10, .37, and .74 for the assumed 

small, medium, and large effect sizes, respectively.
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Chase and Tucker (1975) surveyed the articles 

published in the 1971 to 1972 issues of the Journal of 

Communication. Chase and Tucker (1975) found that the mean 

statistical power of the surveyed articles was .18, .52, 

and .79 for the assumed small, medium, and large effect 

sizes, respectively.

Kroll and Chase (1975) surveyed the articles published 

in the 1973 to 1974 issues of the Journal of Communication 

Disorders and the Journal of Speech and Hearing Research. 

Kroll and Chase (1975) found that the combined mean 

statistical power of the surveyed articles was .16, .44, 

and .73 for the assumed small, medium, and large effect 

sizes, respectively.
Chase and Baran (197 6) surveyed the articles published 

in the 1974 issues of Journalism Quarterly and the Journal 

of Broadcasting. Chase and Baran (1976) found that the 

mean statistical power of the surveyed articles was .34,

.76, and .91 for the assumed small, medium, and large 

effect sizes, respectively.

Chase and Chase (1976) surveyed the articles published 

in the 1974 issues of the Journal of Applied Psychology. 

Chase and Chase (197 6) found that the mean statistical 

power of the surveyed articles was .25, .67, and .86 for
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the assumed small, medium, and large effect sizes, 

respectively.

Schmelkin (197 6) surveyed the articles published in 

the 1972 to 1974 issues of Exceptional Children. Schmelkin 

(1976) found that the mean statistical power of the 

surveyed articles was .11, .49, and .82 for the assumed

small, medium, and large effect sizes, respectively.

Christensen and Christensen (1977) surveyed the 

articles published in the 1975 issues of The Research 

Quarterly. Christensen and Christensen (1977) found that 

the mean statistical power of the surveyed articles was 

.18, .39, and .62 for the assumed small, medium, and large 

effect sizes, respectively.

Sawyer and Ball (1981) surveyed the articles published 

in the 1979 issues of the Journal of Marketing Research. 

Sawyer and Ball (1981) found that the mean statistical 

power of the surveyed articles was .41, .89, and .98 for 

the assumed small, medium, and large effect sizes, 

respectively.

Woolley and Dawson (1983) performed a follow-up study 

to investigate the changes in statistical power that 

occurred since Penick and Brewer's (1972) study. Using the 

1977-1980 issues of the Journal of Research in Science
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Teaching, Woolley and Dawson (1983) found that the mean 

statistical power values for small, medium, and large 

effect sizes were .29, .63, and .85, respectively, compared 

to Penick and Brewer's (1972) results of .22, .71, and .87

calculated from the 1969 and 1970 volumes of the same 

journal.

West (1985) surveyed the articles published in the 

1971 to 1982 issues of Adult Education. West (1985) found 

that the mean statistical power of the surveyed articles 

was .22, .63, and .85 for the assumed small, medium, and 

large effect sizes, respectively.

Mazen, Graf, Kellogg, and Hemmasi (1987) surveyed the 

articles published in the 1984 issues of the Academy of 

Management Journal and the Journal of Management and in the 

1984 Proceedings of the Midwest Division of the Academy of 

Management. Mazen, Graf, Kellogg, and Hemmasi (1987) found 

that the mean statistical power of the surveyed articles 

was .31, .77, and .91 for the assumed small, medium, and 

large effect sizes, respectively.

Brown (1989) surveyed the articles published in two 

issues of the following criminology/criminal justice 

journals: the Journal of Criminal Law and Criminology, 

Criminology, the Journal of Research in Crime and
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Delinquency/ Crime and Delinquency/ the Journal of Criminal 

Justice/ the Journal of Police science and Administration/ 

Criminal Justice Review/ and Criminal Justice and Behavior. 

Brown (1989) found that the mean statistical power for the 

surveyed articles was .41, .84, and .96 for the assumed 

small, medium, and large effect sizes, respectively.

Sedlmeier and Gigerenzer (1989) performed a follow-up 

study to Cohen's (1962) original study. The Journal of 

Abnormal and Social Psychology was divided into the Journal 

of Abnormal Psychology and the Journal of Personality and 

Social Psychology. Sedlmeier and Gigerenzer (1989) used 

the 1984 issues of the Journal of Abnormal Psychology to 

assess the status of statistical power in psychological 

research 24 years after Cohen's (1962) study. Sedlmeier 

and Gigerenzer (1989) found that the mean statistical power 

values for small, medium, and large effect sizes were .21, 

.50, and .84, respectively. They compared their results to 

Cohen's (1962) results of .18, .48, and .83 for small, 

medium, and large effect sizes, respectively. Sedlmeier 

and Gigerenzer (1989) concluded that authors who published 

articles in the 1984 volume did not properly address the 

issue of statistical power, and there was no increase in 

the statistical power of studies from 1960 to 1984.
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McKean (1991) surveyed doctoral dissertation research 

within the field of educational psychology. McKean (1991) 

found that the mean statistical power of the surveyed 

dissertations was .17, .54, and .79 for the assumed small,

medium, and large effect sizes, respectively.

Daniel (1993) surveyed the articles published in the 

1987 to 1991 issues of the Journal of Research in Music 

Education. Daniel (1993) found that the mean statistical 

power of the surveyed articles was .13, .64, and .97 for

the assumed small, medium, and large effect sizes, 

respectively.
Kosciulek and Szymanski (1993) surveyed the articles 

published in the 1990 to 1991 issues of Rehabilitation 

Bulletin, the 1990 issues of Rehabilitation Psychology, the 

1990 issues of the Journal of Applied Rehabilitation 

Counseling, the 1990 issues of the Journal of 

Rehabilitation, and the 1990 issues of Rehabilitation 

Education. Kosciulek and Szymanski (1993) found that the 

combined mean statistical power of the surveyed articles 

was .15, .63, and .90 for the assumed small, medium, and 

large effect sizes, respectively.

Mone, Mueller, and Mauland (1996) surveyed the 

articles published in the 1992 to 1994 issues of the
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following journals: the Academy of Management Journal, 

Administrative Science Quarterly, the Journal of Applied 

Psychology, the Journal of Management, Organizational 

Behavior and Human Decision Processes, Personnel 

Psychology, and the Strategic Management Journal. Mone, 
Mueller, and Mauland (1996) found that the combined mean 

statistical power of the surveyed articles was .27, .74, 

and .92 for the assumed small, medium, and large effect 

sizes, respectively.
Clark-Carter (1997) surveyed the articles published in 

the 1993 and 1994 issues of the British Journal of 

Psychology. Clark-Carter (1997) found that the mean 

statistical power of the surveyed articles was .20, .60, 

and .82 for the assumed small, medium, and large effect 

sizes, respectively.

Coblick (1998) surveyed the articles published in the 

1995 issues of Nursing Research and the Western Journal of 

Nursing Research. Coblick (1998) found that the mean 

statistical power of the surveyed articles in Nursing 

Research was .25, .80, and .94 for the assumed small, 

medium, and large effect sizes, respectively. Coblick 

(1998) also found that the mean statistical power for the 

surveyed articles in the Western Journal of Nursing
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Research was .27, .77, and .92 for the assumed small, 

medium, and large effect sizes, respectively.

Implications of the Neglect of Statistical Power in 

Research
Chase and Tucker (1975) and Kroll and Chase (1975) 

explained that the first, and most important, implication 

of neglecting the issue of statistical power is the 

commission of a Type II error. Associated with this 

implication is the likelihood of presenting misleading 

results in a research study.

Chase and Baran (1976) and Wooley and Dawson (1983) 

explained that the lack of adequate statistical power in 

the study may prevent the study from being published. This 

may be troublesome for the researcher employed by a 

university whose faculty review board requires publication 

for tenure and promotion.

A consequence of disregarding a proper power analysis 

is overpowered research studies. Chase and Tucker (197 6) 

and Mone, Mueller, and Mauland (1996) explained that 

studies with sample sizes that are too large lead 

researchers into finding trivial or irrelevant results. 

Keppel (1991) explained that the researcher should use the 

minimally required sample size corresponding with
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acceptable statistical power to keep the possibility of 

loss of life to a minimum if animal subjects are utilized. 

Reasons for the Neglect of Statistical Power in Research

Several reasons have been proposed to explain the 

neglect of statistical power in research. Kraemer and 

Thiemann (1987) proposed an educational problem. They 

stated the mathmatical complexity of statistical power is 

difficult to teach to researchers, and researchers are 

regularly taught to deal with significance level but rarely 

with statistical power. Kraemer and Thiemann (1987) stated 

that the consideration of statistical power is an important 

part of designing a research study, and this process 

requires formal training and experience in a particular 

field of research. These skills in power analysis research 

design are not easily taught in coursework (p. 17).

Sedlmeier and Gigerenzer (1989) stated the problem of 

the neglect of statistical power in research was created by 

the differences in theories for testing the null 

hypothesis. R. A. Fisher's theory was based on the strict 

rejection of the null hypothesis, usually at the .05 level, 

with no consideration of alternative hypotheses. Jerzy 

Neyman and Egon Pearson's theory of null hypothesis testing 

included the statement of alternative hypotheses and the
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consideration of statistical power. Sedlmeier and 

Gigerenzer (1989) stated that the differences in theory 

were a source of bitter controversies between the Fisher 

camp and the Neyman-Pearson camp.

Sedlmeier and Gigerenzer (1989) explained cnac there 

is a historical reason why researchers neglected 

statistical power in the first place. Fisher's statistical 

theory was developed about 1935, and the Neyman-Pearson 

statistical theory was developed and presented during World 

War II. Therefore, researchers have been familiar with 

Fisher's theory for a longer period of time than the 

Neyman-Pearson theory.

Sedlmeier and Gigerenzer (1989) also explained that 

subsequent blending of the two theories over the years into 

a "hybrid" theory of null hypothesis testing has continued 

the neglect of statistical power in research studies. The 

authors stated that the blending of the two theories into a 

single theory has produced confusion about the meaning of 

basic concepts. The continued neglect of statistical power 

is a direct result of this problem. Sedlmeier and 

Gigerenzer (1989) concluded, "It is important to understand 

the unresolved issue of statistical power in psychological
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studies against the background of this unresolved debate in 

statistics rather than as an isolated issue."

Statistical power may be neglected in research due to 

researchers' misunderstanding of the factors that determine 

sample size, i.e., statistical power, a, and effect size.

In a telephone survey of 28 authors, Sawyer and Ball (1981) 

reported responses to an open-ended question about what 

factors determine sample size. Budget limitations, 

availability of subjects, or convenience were cited most 

often as the factors that determine sample size. Five of 

the 28 authors surveyed cited a statistical rule of thumb 

or an expected effect size as a criterion for determining 

sample size.

Another possible reason for the neglect of statistical 

power in research may lie in the editors and reviewers of 

the research. Mone, Mueller, and Mauland (1996) surveyed 

authors of management research and concluded that the 

respondents believed that journal editors and reviewers 

generally do not call for greater usage of power analysis. 

Mone, Mueller, and Mauland (1996) commented that the 

editors and reviewers did not intend to convey the idea 

that power analysis was not important, but their silence
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concerning the use of power analysis seemed to have great 

influence on the respondents' beliefs and behaviors.

Another possible reason for neglecting power analysis 

is that researchers simply do not want to take the time to 
conduct the power analysis. Mone, Mueller, and Mauland 

(1996) came to this conclusion after reporting that, of the 

169 respondents, 108 (63.9%) of the authors surveyed 

reported never using power analysis. Also, of the 108 

respondents that did not use power analysis, 67.4% 
disagreed strongly or moderately with the statement, "I am 

not familiar with power analysis." Mone, Mueller, and 

Mauland (1996) stated that they believe that researchers 

are aware of power analysis, but choose not to use it. 

Statistical Power Analysis in Athletic Training

Researchers in the field of athletic training have 

been calling for more research. Osternig (1988) stated 

that the research component of athletic training has 

progressed much more slowly than the practice and education 

components of athletic training. He further stated,

"Ongoing research is essential if the field is to be 

credible within paramedical disciplines and must play a far 

greater role if athletic training is to continue to be 

recognized as a true allied health profession."
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Osternig (1988) cited the current practices of 

athletic trainers as examples to explain the need for 

research. He stated, "Much of what is taught as athletic 

training does not have a sound base of principles and 

practice which have been subjected to and validated by 

scientific scrutiny." Osternig (1988) explained that 

varied responses and opinions would be submitted if 

athletic trainers were asked the efficacy of a particular 

modality for a specific physical condition. He further 

explained that most of the responses would be based on 

anecdotes and testimonials instead of established research.

Osternig (1988) seemed optimistic about the future of 

research in athletic training. He stated, "Although such 

research has been slow to evolve, there can be no question 

that research activity by athletic trainers is increasing 

rapidly." However, Osternig (1988) gave a warning if this 

increase in athletic training research does not continue.

He stated, "Failure to meet this need for systematic 

inquiry into our educational and clinical practice and 

thereby more adequately meet society's needs, can only lead 

to the eventual demise of the profession."

Knight (1990) agreed with Osternig's (1988) call for 

more research. Knight (1990) stated,
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"One of the most important tasks of the NATA is to 

delineate, develop, and expand the athletic training 

body of knowledge; or stated another way, to increase 

our understanding of the skills and techniques used by 

the everyday athletic trainer in the trenches to care 

for athletes and their injuries." (p. 8)

Further in the article, Knight (1990) stated, "We must 

continue to upgrade the quality and quantity of the 

research articles that we publish. Research is essential 

to our profession - we'll die without it."

Perrin (1997) addressed the role of a more scholarly 

journal for the profession of athletic training. He 

stated, "The original research published in a scholarly 

journal also forms the basis for professional position 

statements. A professional position statement establishes 

standards for clinical practice that can also be used for 

educational and legal purposes." Perrin (1997) further 

stated, "For the educator/researcher, a scholarly journal 

serves as an outlet for publication of findings related to 

athletic training, basic science, and clinical research." 

Perrin (1997) also stated, "These publications help to move 

the profession forward by establishing a scientific body of 

knowledge."
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The concept of adequate statistical power has not been 

addressed in the athletic training literature, yet the 

statements made by Osternig (1988), Knight (1990), and 

Perrin (1997) are dependent upon the existence of adequate 

statistical power in athletic training research.

Statistical power involves the proper research design to 

detect true effects in the population under investigation. 

Statistical power also involves the ability to reproduce 

the results if the study is replicated. With this in mind, 

the profession of athletic training cannot progress if the 

body of knowledge that supports the profession is poorly 

designed and unreliable. Position statements cannot be 

used for educational and legal purposes if the research 

upon which the position statement is based is poorly 

designed and unreliable.

Statistical power and its components (sample size, 

effect size, and a) have been addressed in the physical 

education literature. Teraslinna (1967) criticized the 

criteria used for accepting research articles in The 

Research Quarterly. She stated,

How many research workers in our field ever speculate 

about the set a level before the experiment? How many 

care to know what would be practically significant?
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Who would ever take the pains to find out the 

contamination of the error term by uncontrolled or 

unknown variance, which would certainly affect the 0 

level, hence influencing our decision in setting the 

proper a level for the test? (p. 155)

Uncontrolled and unknown variance, a, and 0 influence 

statistical power. It seemed from Teraslinna's (1967) 

comments that researchers who published articles in The 

Research Quarterly were not considering these items, and, 

consequently, the researchers were not properly considering 

the statistical power of their respective studies.

Ahrens (1971) expressed the need for physical 

education researchers to incorporate the effect size of the 

study results instead of relying on the significance test 

to determine differences or relationships. Ahrens (1971) 

stated,
The researcher should not be limited to tests of 

significance. Rather, he should measure the 

magnitudes of the relationships. Depending upon the 

problem and researcher's aim, he may measure the 

magnitudes of the relationships in one of several 

ways: the difference of two means, the proportion of
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the total variance "explained," the coefficient of 
regression and of correlation, or other measures of 

association.

Baumgartner (1974) criticized the sampling techniques 

used by the authors of the articles published in The 

Research Quarterly. He stated,

Physiological, kinesiological, and psychological 

studies with faulty and outdated methodological 

techniques are rejected for publication in The 

Research Quarterly and I feel that this should also be 

true with faulty and outdated statistical techniques.

We are still accepting the same faulty sampling 

practice accepted 10 years ago even though correct 

procedures are now well explained in many statistics 

books on the market (p. 215) .

Faulty sampling is especially evident in terms of sample 

sizes of the published research, I.e., the sample are 

frequently too small. A consequence of small sample sizes 

is low statistical power.
Christensen and Christensen (1977) performed a post 

hoc power analysis on volume 4 6 of The Research Quarterly. 

They found that the surveyed articles had a mean 

statistical power of .17 assuming the authors attempted to
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detect a small effect size, .38 assuming the authors 

attempted to detect a medium effect size, and .62 assuming 

the authors attempted to detect a large effect size. 

Christensen and Christensen (1977) concluded, "This finding 

seems counterproductive in light of the usual research goal 

of finding relationships between variables."

Talcing these statements and criticisms into account, 

this study of the post hoc power analysis of the athletic 

training research was conducted for the following reasons.

1. Statistical testing plays an important role in athletic 

training research. When properly applied, the 

statistical techniques contribute to the development of 

athletic training. Proper application is needed in order 

to avoid wasted effort, incorrect conclusions, and flawed 

theory. To assure proper application, periodic 

assessment of the state of statistical usage in the field 

of athletic training is beneficial.

2. Statistical power is probably inadequate in athletic 

training, because it is evident in a variety of 

disciplines, especially the related discipline of 

physical education.

3. The discipline of athletic training is comparatively new 

to other disciplines, e.g., physical education, or other
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allied health professions, e.g., nursing. Athletic 

training researchers could avoid the "pitfall" of 

inadequate statistical power if the problem is identified 

and resolved in the early stages of research development.

4. The problem of inadequate statistical power m  athietic 

training research has not been addressed in the athletic 

training literature.

Summary

The use of statistics, the hypothesis testing 

procedure, and the possible errors that can be committed 

need to be understood in order to understand the definition 

and purpose of statistical power. The relationship between 

statistical power, effect size, sample, and the a level is 

used to increase the statistical power of a research study. 

Increased statistical power in research studies is needed 

because authors of previous studies reported low 

statistical power, especially when small and medium effect 

sizes were assumed. Finally, the implications and reasons 

for the neglect of statistical power analysis must be 

overcome to produce adequately designed research studies 

that detect true treatment effects for the researchers and 

produce reliable results for the practitioner.
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Chapter 3 

Methods

The contents of this chapter describe the methods used 

to conduct this study. The subjects of discussion are (1) 

the identification of the population and sample, (2) the 

instruments and techniques for measurement, (3) the 

procedure for data collection, and (4) the data analysis.

The Identification of the Population and Sample

The articles published in volumes 1-34 of the Journal 

of Athletic Training constituted the population of athletic 

training research. The journal is peer-reviewed and 

published quarterly by the National Athletic Trainers' 

Association (NATA). The journal contains a variety of 

articles that include original research, literature 

reviews, case reports, clinical techniques, and special 

communications. The articles relate to one or more of the 

domains of athletic training: (1) prevention, (2)

recognition, evaluation, and assessment, (3) immediate 

care, (4) treatment, rehabilitation, and reconditioning,

(5) organization and administration, and (6) professional 

development and responsibility (National Athletic Trainers' 

Association Board of Certification, 1999).
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The three most recently completed volumes (volume 32,

1997; volume 33, 1998; and volume 34, 1999) of the Journal

of Athletic Training constituted the sample that was

surveyed to answer the following research questions:

1. What were the types of research published?

2. How many studies contained a report of the use of a 

power analysis?

3. How many studies contained a reported calculation of 

observed power?

4. How many studies contained a reported calculation of 

observed effect size?

5. What was the reported level of significance (alpha) for 

each of the research studies?

6. How many studies contained a report of nonsignificant 

results?

7. Of the studies that contained nonsignificant results, 

how many studies contained a report of insufficient 

power as a possible reason for the nonsignificant 

results?

8. How many studies were designated for post hoc power 

analyses?

9. What were the frequencies and means of the calculated 

power values for the designated articles?
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Three volumes were chosen due to the quarterly 

publishing of the journal. Three volumes of the Journal of 

Athletic Training equate to a journal that is published 

monthly (12 issues) and include an ample pool of articles 

to evaluate for power analysis.

The Instruments and Techniques for Measurement

Cohen's (1988) power tables were used to calculate the 

statistical power of the designated articles. The tables 

were developed to help researchers design their studies and 

conduct post hoc power analyses on completed studies. Cohen 

(1988) designed the power tables for the following types of 

statistical tests: (1) the t test for means, (2) Pearson 

correlation coefficient r, (3) differences between 

correlation coefficients, (4) tests of proportion and the 

sign test, (5) differences between proportions, (6) chi- 

square (x2) tests, (7) analysis of variance (ANOVA) and 

covariance (ANCOVA), (8) multiple regression and 

correlation analysis, and (9) multivariate analysis.

Cohen (1988) proposed small, medium, and large effect 

size values as conventions or operational definitions for 

each of the statistical techniques. Cohen (1992) explained 

that a medium effect size would be visible to the naked eye 

of a careful observer. He further explained that he set
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the small effect size to be noticeably smaller than the 

medium effect size but not so small that the effect would 

be trivial. He set the large effect size the same distance 

above the medium effect size as the small effect size was

below it. Cohen (1992) stated that these values were at

first proposed subjectively, but through many adjustments 

over the years the values have come into general use by 

researchers.
The values proposed by Cohen (1988) for the small, 

medium, and large effect sizes were used for this study.

The values for the small, medium, and large effect sizes 

are (1) .20, .50, and .80 for the t test for means; (2)

.10, .30, and .50 for Pearson correlation coefficient r;

(3) .10, .30, and .50 for the difference between

correlation coefficients; (4) .05, .15, and .25 for the

tests of proportion and the sign test; (5) .20, .50, and

.80 for the difference between proportions; (6) .10, .30,

and .50 for the chi-square (x“) tests; (7) .10, .25, and .40

for the analysis of variance (ANOVA) and covariance 
(ANCOVA); (8) .02, .15, and .35 for the multiple regression

and correlation analysis; and (9) .02, .15, and .35 for the

multivariate analysis; respectively.
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The Procedure for Data Collection
The articles published in volumes 1-34 of the 

Journal of Athletic Training constituted the population of 

athletic training research. The three most recently- 

completed volumes (volume 32, 1997; volume 33, 1996; volume 

34, 1999) constituted the sample that was surveyed to 

answer the research questions. Volume 32 had 45 articles 

published, volume 33 had 51 articles published, and volume 

34 had 45 articles published for a total of 141 articles in 

the sample. Each of the 141 articles was identified as 

either original research, a literature review, a case 

report, a clinical technique, or a special communication in 

order to answer the first research question.

The articles identified as original research were 

further categorized into types of research in order to 

answer the first research question. Each of the 89 

original research articles was identified as either 

experimental, quasi-experimental, or survey/questionnaire 

research.
The original research articles were utilized to answer 

research questions 2-7. Only the articles whose authors 

used statistical techniques to test significant differences 

and relationships were incorporated into this study. The
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authors of 12 of the survey/questionnaire studies did not 

use any significance testing. These 12 articles were 

excluded, and 77 articles were used for research questions 

2-7. Each of the remaining 77 articles was surveyed for 

the following information: (1) a report of an a priori

power analysis, (2) a report of observed power, (3) a 

report of observed effect size, (4) the reported a level,

(5) a report of nonsignificant results, and (6) a report 

that low statistical power was a possible reason for the 

nonsignificant results.

The studies designated for post hoc power analyses 

were limited to those studies whose authors used statistics 

for which Cohen's (1988) power tables were designed. Of 

the 77 articles surveyed, 36 were designated for post hoc 

power analysis in order to answer research questions 8 and

9.

Cohen (1962) established conditions within his 

original study that have been used by previous researchers 

and were included in this study. One condition of the 

study implemented the use of the .05 level of significance 

(a) for all the eligible studies, whether or not a 

different a was indicated. The second condition
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implemented the use of the non-directional version of the 

null hypothesis for all the eligible studies, whether or 

not a different version was indicated. The third condition 

stipulated the calculation of statistical power for the 

specific test that supported the primary purpose presented 

by the author(s).
The statistical power of the 36 studies was calculated 

with power tables provided in Cohen's (1988) handbook. The 

tables are structured according to the specific statistical 

test (t test, r, ANOVA, etc.), the a level, and the tailing 

(one-tailed or two-tailed) of the t test and r. The 

statistical technique that supported the primary purpose 

was identified for each article. The specific table 

corresponding to the statistical technique was then 

utilized. Using the sample size reported in the article 

and the proposed effect size values from Cohen (1988) the 

statistical power for each of the 36 articles was 

calculated for the assumed small, medium, and large effect 

sizes.

Data Analysis

The data were analyzed according to the individual 

research question. For research question 1, the categories 

and types of research were analyzed as frequencies and
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percentages of the total sample. The results of research 
question 2-8 were analyzed as frequencies and percentages 

of the total number of articles surveyed. The results of 

research question 9 were analyzed as frequencies within 

ranges of statistical power, cumulative percentages, mean 

statistical power and standard deviation for each of the 

small, medium, and large effect sizes. The frequencies, 

percentage distributions, mean statistical power and 

standard deviation were computed using SPSS-PC software 

(version 10.0, Chicago, IL).
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Chapter 4 

Results

The results are reported according to the individual 

research question. The data were analyzed according to the 

method explained in the Data Analysis section in Chapter 3. 

Research Question No. 1

The first research question asked, "What were the 

types of research published?" There were 45 articles 

published in volume 32, 51 articles in volume 33, and 45 

articles in volume 34 of the Journal of Athletic Training 

totaling 141 articles in the sample. Of these articles, 89 

(63%) were original research, 22 (16%) were case reports,

14 (10%) were literature reviews, nine (6%) were special 

communications, and seven (5%) were clinical techniques. 

These results are summarized and presented in Table 2 on 

the following page.

The articles categorized as original research were 

surveyed to answer research questions 2-8. Of the 89 

original research articles, 41 (46%) were considered 

experimental research, 24 (27%) were considered quasi- 

experimental, and 24 (27%) were considered surveys/ 

questionnaires. These resulted are summarized and 

presented in Table 3 on the following page.
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Table 2

Types of Research within the Sample

Type Number Percentage

Original Research 89 63%

Case Reports 22 16%

Literature Reviews 14 10%

Special Communications 9 6%

Clinical Techniques 7 5%

Total 141 100%

Table 3

Original Research Articles Divided into Types of Design

Type of Design Number Percentage

Experimental 41 46%

Quas i-experimental 24 27%

Survey/Questionnaire 24 27%

Total 89 100%
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Twelve of the 24 articles that were categorized as 
surveys/ questionnaires contained statistics used to 

describe the respondents and did not contain statistics 

used to measure significant relationships or differences 

among groups. These articles were excluded from the 

survey. Therefore, the total number of articles used to 

answer research questions 2-8 was 77.

Research Question No. 2

The second research question asked, "How many studies 

contained a report of the use of a power analysis?" Of the 

77 articles surveyed, two (3%) articles contained a report 

of the use of a power analysis before the data were 

collected.

Research Question No. 3

The third research question asked, "How many studies 

contained a calculation of observed power?" Of the 77 

articles surveyed, four (5%) articles contained a 

calculation of observed power.

Research Question No. 4

The fourth research question asked, "How many studies 

contained a calculation of observed effect size?" Of the 

77 articles surveyed, none (0%) of the articles contained a 

calculation of observed effect size.
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Research Question No. 5

The fifth research question asked, "What was the 

reported level of significance (a) for each of the research 

studies?" Of the 77 articles surveyed, 58 (75%) articles 

contained a report of a = .05. The remaining 19 (25%) 

articles contained no report of the a level.

Research Question No. 6

The sixth research question asked, "How many studies 

contained a report of nonsignificant results?" Of the 77 

article surveyed, 47 (61%) articles contained a report of 

nonsignificant results.

Research Question No. 7

The seventh research question asked, "Of the studies 

that contained nonsignificant results, how many studies 

contained a report of insufficient power as a possible 

reason for the nonsignificant results?" Of the 47 articles 

that contained a report of nonsignificant results, nine 

(19%) articles contained a report of insufficient power as 

a possible reason for the nonsignificant results.

Research Question No. 8

The eighth research question asked, "How many studies 

were designated for post hoc power analysis?" Of the 77
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articles surveyed, 36 (47%) articles were designated for 

post hoc power analysis.

Research Question No. 9

The ninth research question asked, "What were the 

frequencies and means of the calculated power values for 

the designated articles?" The sample size and a were used 

to calculate the power of each statistical test assuming 

the author(s) attempted to detect a small, medium, and 

large effect size. Assuming the authors of the designated 

articles attempted to detect a small effect size, the mean 

power was .18 (SD = .16). The frequencies, mean, and 

standard deviation for the small effect size are summarized 

and presented in Table 4 on the following page. Assuming 

the authors of the designated articles attempted to detect 

a medium effect size, the mean power was .53 (SD = .33).

The frequencies, mean, and standard deviation for the 

medium effect size are summarized and presented in Table 5 

on page 71. Assuming the authors of the designated 

articles attempted to detect a large effect size, the mean 

power was .75 (SD = .27). The frequencies, mean, and 

standard deviation for the large effect size are summarized 

and presented in Table 6 on page 72.
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Table 4

Small Effect Sizes (n = 36)

Power Frequency Cumulative Percentage

.99 +

.90-.99

cnCDioCD•

.70-.79

.60-.69 1 100

.50-.59 2 97

►
c* o 1 IQ 2 92

.30-.39 3 86
CDCM1OCM 2 78

.10-.19 8 72

.01-.09 18 50

Mean

SD

.18

.16
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Table 5

Frequency and Cumulative Percentage of the Power to Detect

Medium Effect Sizes (n = 36)

Power Frequency Cumulative Percentage

.99 + 3 100

.90-.99 5 92

<T>CD•ioCD• 1 77

.70-.79 4 75

.60-.69 2 64

.50-.59 1 58

<7*1o• 4 56

.30-.39 2 44

.20-.29 7 39

.10-.19 6 19

.01-.09 1 3

Mean

SD

.53

.33

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



72

Table 6

Frequency and Cumulative Percentage of the Power to Detect

Large Effect Sizes (n = 36)

Power Frequency Cumulative Percentage

.99 + 8 100

.90-.99 9 77

.80-.89 3 53

.70-.79 1 44

.60-.69 3 42

.50-.59 4 33

.40-.49 1 22

.30-.39 5 19

.20-.29 1 6

.10-.19 1 3

.01-.09

Mean

SD

.75

.27

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



73

Chapter 5

Discussion, Conclusions, and Recommendations

The producers, sponsors, and readers of athletic 

training research must address the issue of statistical 

power. Therefore, the primary purpose of this study was to 

conduct a post hoc power analysis to evaluate the current 

status of statistical power within the athletic training 

research published in the Journal of Athletic Training.

The secondary purpose of this study was to identify and 

evaluate the use of a priori analyses and the report of 

observed power, observed effect size, level of 

significance, and nonsignificant results. The following 

discussion, conclusions, and recommendations were produced 

from the consideration of the data collection and results. 

Discussion

The data collection process was difficult due to the 

absence of any consistent method of presenting statistical 

results. This difficulty was experienced by others (Katzer 

& Sodt, 1973; Chase & Tucker, 1975; Chase & Baran, 1976; 

Woolley & Dawson, 1983; West, 1985; Brown, 1989).

On several occasions pertinent data were missing. The 

authors of one article (Sharpe, Knapik, & Jones, 1997) 

reported a significant %2, but did not give the calculated
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value for the statistic. The authors of another article 

(Smith, Szczerba, Arnold, Martin, & Perrin, 1997) reported 

no probability value for the t test. The authors of 

another article (Myrer, Measom, Durrant, & Fellingham,

1997) reported significant correlations but did not report 

the values of the correlations. The authors of another 

article (Boyle, Sitler, Rogers, Duffy, & Kimura, 1997) 

restructured the groups they were comparing and did not 

give a report of the new sample size for the next 

comparison of group differences.

Another problem was identified from the method used to 

report the probabilities of the statistical tests. A 

typical t test in the Journal of Athletic Training was 

reported as, "(t(28) = 9.63, £ < .001)" This type of 

report made it difficult to approximate the statistical 

power of the test or determine the a used unless a = g. If 

the a level is larger than .001, e.g., .05, then it should 

be stated. The statement "g < .001" is misleading 

considering g < .05 means the same thing as far as 

rejection at a = .05 is concerned. The reporting of the 

probability at some smaller value, e.g., g < .001, may 

cause the reader to believe that a large effect size has
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resulted from the statistical analysis. Neither a nor £ 

provide any evidence about the effect size. The researcher 

must give a value of observed effect size in order for the 

reader to interpret the strength of the relationship or the 

magnitude of the difference among groups.

The second research question asked, "How many studies 

contained a report of the use of a power analysis?" The 

surveyed athletic training research lacked the use of a 

priori statistical power analyses. Two articles (Bernier, 

Perrin, & Rijke, 1997; Kaminski, Perrin, & Gansneder, 1999) 

contained a report of using an a priori power analysis. 

Consequently, these two reports are difficult to interpret, 

because the authors did not define the parameters from 

which the statistical power was calculated. A thorough a 

priori statistical power analysis can assist the athletic 

training researcher in a valid rejection of the null 

hypothesis and allow the researcher to be comfortable with 

the results.

The third research question asked, "How many studies 

contained a calculation of observed power?" The authors of 

the surveyed articles omitted the report of the observed 

power. Four articles (Bonacci & Higbie, 1997; Stay,

Ricard, Draper, Schulthies, & Durrant, 1998; Kaminski,
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Perrin, & Gansneder, 1999; Davlin, Holcomb, & Guadagnoli, 

1999) contained a report of observed power. The observed 

power is a valuable tool in the interpretation of the 

results.

The fourth research question asked, “How many studies 

contained a calculation of the observed effect size?" None 

of the 77 articles surveyed contained a report of observed 

effect size. The effect size is important to the 

interpretation of the results. The effect size value 

allows the researcher to observe and interpret the 

magnitude of the significant difference or relationship.

The fifth research question asked, "What was the 

reported level of significance ( a )  for each of the research 

studies?" Fifty-eight of the 77 articles contained a 

reported a  level, and all of the reported a  levels were 

.05. This may lead a reader to think that the .05 a  level 

is an established research policy for the Journal of 

Athletic Training, when in reality the policy does not 

exist. The value of the level of significance lies on a 

continuum of values that must be considered by the 

researcher before conducting the study. The a  level can be 

adjusted according to the needs of the study, e.g., studies
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that are exploratory, have limited size, and/or for which 

the relative cost of Type II errors is judged to be greater 

than that of a Type I error.

Another problem was identified after studying the 19 

articles that contained no report of an a level. This 

method of not establishing an a level can be an appropriate 

technique. The researcher reports the probability of the 

test equal to a specified value, and the reader is allowed 

to judge if the effect is significant. This was not the 

case with the 19 articles that contained no report of an a 

level. The authors of these articles continued to use the 

term "significant" as if the a. level had been established. 

This use of the of the term "significant" could be 

confusing to readers, because the readers do not know if 

the researcher meant that the results were statistically 

different or that the results were important or critical.

The sixth research question asked, "How many studies 

contained a report of nonsignificant results?" Forty-seven 

of the 77 (61%) articles surveyed contained a report of 

nonsignificant results. This may dispel Cohen's (1962) 

belief that reviewers and editors are biased toward 

publishing only "successful" studies, i.e., studies with
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significant results. However, when a researcher reports 

nonsignificant results, no conclusions can be made from the 

study. The researcher is no further ahead in explaining 

the treatment or phenomenon under investigation than when 

the study was initiated.

The seventh research question asked, "Of the studies 

that contained nonsignificant results, how many studies 

contained a report of insufficient power as a possible 

reason for the nonsignificant results?" Out of the 47 

articles that contained a report of nonsignificant results, 

nine (19%) articles contained an explanation that 

insufficient statistical power was a possible cause for the 

nonsignificant results. Whenever a researcher reports 

nonsignificant results, inadequate statistical power should 

always be considered as a possible explanation. A 

researcher cannot accept the null hypothesis and conclude 

that no difference or no relationship exists, but that the 

experiment is not sufficiently sensitive (powerful) enough 

to detect the effect if it did exist.

The eighth research question asked, "How many studies 

were designated for post hoc power analysis?" Thirty-six 

articles were designated for a post hoc power analysis.

The authors of the remaining 41 articles used research
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designs and statistics that were not included in Cohen's 

(1988) power tables.

The ninth research question asked, "What were the 

frequencies and means of the calculated power values for 

the designated articles?" The statistical power for each 

of the 36 articles was calculated assuming the authors 

attempted to detect a small effect size, and the mean 

statistical power was a dismal 18%. The statistical power 

for each of the 36 articles was calculated assuming the 

authors attempted to detect a medium effect size, and the 

mean statistical power was 53%, which is slightly better 

than a coin flip. The statistical power for each of the 36 
articles was calculated assuming the authors attempted to 

detect a large effect size, and the mean statistical power 

was 75%, which did not compare well with the other 

disciplines discussed in Chapter 2.

Conclusions

Considering the results of this study, the following 

conclusions were made.

1. Researchers who published articles in volumes 32, 33, and 

34 of the Journal of Athletic Training did not give 

sufficient attention to the concepts of statistical power 

and effect size.
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2. Researchers who published articles in volumes 32, 33, and 

34 of the Journal of Athletic Training had a poor chance 

of finding a true effect and rejecting the null 

hypothesis unless the effect the authors sought was 

large.

3. Researchers who published articles in volumes 32, 33, and 

34 of the Journal of Athletic Training lacked uniformity 

in the reporting of results, and often times lacked 

pertinent information resulting from the statistical 

technique utilized to test the researchers' hypotheses.

Recommendations

Based on the conclusions of this study, the following

recommendations were made.
1. Statistical power should be addressed in the planning and 

analysis stages of the research study. Researchers who 

submit articles for the Journal of Athletic Training 

should perform a priori power analyses and include the 

following information: the a level, desired statistical 

power, the minimum effect size expected, and the sample 

size needed. After the data are collected and 

statistically analyzed, the observed power and effect 

size of the study should be reported to help interpret 

the results.
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2. Researchers should investigate the reasons for the 

neglect of statistical power in the research published in 

the Journal of Athletic Training. If future researchers 

report a misunderstanding of statistical power among 

athletic training researchers, then special instruction 

of statistical power analysis should be included in 

existing workshops that instruct individuals who wish to 

contribute to the Journal of Athletic Training.
3. Researchers who submit articles for the Journal of 

Athletic Training should have clear, uniform results 

statements, which include the sample size actually used 

(and any reasons for subject mortality), the value of the 

observed statistic, the p value for that statistic, and 

the observed effect size for all significant findings.

4. Editors and reviewers for the Journal of Athletic 

Training should assist in changing submission policies by 

expecting authors to explain their use of sample sizes, 

statistical power, effect sizes, and a levels, and 

expecting the authors to report the observed power and 

effect size in the results.
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