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Abstract 

The purpose of this study was to investigate the impact of gender and ELL status 

in students’ performance, and to compare the consistency of the results of the differential 

item functioning (DIF) determining from applying Mantel-Haenszel (MH) procedure and 

the DIF results determining from applying item response theory (IRT)-likelihood ratio 

statistics.  In literature, DIF has been applied as a statistical tool to investigate bias items 

against subgroups in a particular population and to evaluate the fairness and validity of 

the educational and/or psychological assessments.  Gender and different linguistic 

backgrounds are the most studied variables in DIF literature.  A version of an English 

language art test was examined for evidence of DIF based on gender difference and 

different linguistic backgrounds (ELL vs. non-ELL).  DIF analyses were implemented 

through six sets: (1) gender differences (male vs. female), (2) ELL status (non-ELL 

students vs. ELL students), (3) gender within non-ELL group (male non-ELL vs. female 

non-ELL), (4) gender within ELL group (male ELL vs. female ELL), male cross 

linguistic background groups (male non-ELL vs. male ELL), and female cross linguistic 

background groups (female non-ELL vs. female ELL).  The sample of this study 

consisted of students from 7th (N = 12,658) grade from 11 states who took the 

standardized English Language Arts (ELA) test based on common core state standards 

(CCSS) at the beginning of the 2014-2015 academic year.  Data were analyzed using 

classical test theory (CTT) and IRT to detect DIF.   

The results revealed one DIF item when the MH procedure was applied.  On the 

other hand, IRT-likelihood ratio flagged 4 items out of 34 test items.  The results from 

both detection methods were inconsistent.  Implications of these analyses were discussed 
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in accordance with the previous findings for providing linguistically diverse students in 

regard to their gender with effective literacy programs to meet their academic needs. 

Keywords: Differentiate Item Function (DIF), Item Response Theory (IRT), 

Mantel-Haenszel (MH), likelihood ratio, English Language Learners (ELL), 

gender, common core state standards (CCSS) 
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CHAPTER I: INTRODUCTION 

Background of the Study 

 The era of high-stakes standardized assessments has started early in the twentieth 

century when the educators and policy-makers tried to gather information about students’ 

academic achievement for instructional and educational assistance to ensure students’ 

success (Walsh & Betz, 1985).  During the second half of the twentieth century, there 

were profound educational changes resulting in the high-stakes standardized tests become 

a trend of collecting data and information nationwide and making the comparison 

between different states (Marzano, 2018).  The high-stakes assessment is a broad term 

used to describe the mechanism of (1) appraising performance of students, teachers, and 

school systems through a sequence of standardized assessments, (2) allowing public 

comparison, and (3) measuring accountability (Jones, Jones, & Hargrove, 2003).  In 

1969, the National Assessment for Education Statistics (NAEP) was founded to evaluate 

students’ academic competence and to monitor their progress for better educational 

outcomes at the national, state, regional, and district levels (NAEP, 2009).  NAEP 

provides annual report cards and statistics regarding students’ progress based on high-

stakes assessment results.  Therefore, the reliance on these tests to make high-stakes 

decisions serves many public goals such as raising the academic standards, holding 

students and teachers accountable, and increasing school enrollment rates (Marzano, 

2018). 

Salvia, Ysseldyke, and Witmer (2012) discussed the meaning of assessment in a 

broad sense as a process of different data-collection techniques such as testing, 
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observations, interview, and personal judgment.  They referred to the word assessment as 

a general concept of collecting data from students’ performance in different evaluating 

sets to make decisions on proper learning instructions and educational assistance to 

ensure students’ success.  Also, Reynolds and Livingston (2012) referred to the 

consequences of using high-stakes testing on the accountability system and depending on 

test outcomes in order to evaluate to which extent students are achieving their learning 

goals, and teachers are teaching what they are supposed to teach.  Therefore, the word 

test or testing will be used throughout this study.  Educational testing has always been a 

part of evaluating students’ achievement in the educational process; however, there is a 

growing concern for understanding the results of these assessments (Bott, 1996). 

Translating the outcomes of any test into comprehensible information can be very 

beneficial for the learning process.  Each group of students has specific learning needs 

that may require precise learning instructions (Reynolds & Livingston, 2012).  However, 

before using test data to make any decision, the quality of the test should be validated by 

applying statistical and psychometric procedures.  Consequently, validity and reliability 

are used in terms of test quality in developing, adapting, and/or translating any measure 

(Walsh & Betz, 1985).  Validity refers to that the test is measuring what it is designed to 

measure (Reynolds & Livingston, 2012).  Reliability refers to the consistency of the test 

scores if it is re-administered under the same conditions to the same group of examinees 

(Gall, Gall, & Borg, 2007).  Johnson and Johnson (2002) assumed that the high-stakes 

tests underestimate a certain group of students due to other factors rather than their 

academic competence such as their socioeconomic status, linguistic background, ethical 
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group, and/or gender.  Therefore, studying the impact of these variables on test results 

may give a deeper understanding of the response patterns. 

Gender 

Gender is a preferable tested variable because, in the validity studies, the 

researchers usually apply some psychometric procedures to examine the invariance in the 

instrument in regard to gender, ethnic, cultural, and/or language variables.  Gender was 

always related to measurement differences.  A recent report released by the U. S. 

National Assessment of Educational Progress (NAEP, 2017) indicated that there was a 

consistent gap between males and females across all grade levels.  Therefore, 

investigating gender bias has been an important part of the validation process undertaken 

for any instrument.  Theoretically, Abedlaziz, Ismail, and Hussin (2011) devoted the 

reasons beyond gender differences to the unfamiliarity of some topics on the test, 

offensive topics, and/or the role of the dominant stereotype during the test setting.  

However, many studies investigated gender differences using statistical procedures 

without analyzing the test content. 

Gender test bias is a very well-addressed issue.  The postulated difference in 

response patterns between males and females has been detected more likely in aptitude 

tests than in educational tests (Tanner, 2001).  The gender achievement gap has been 

documented through many research studies (Hope, Adamson, McManus, Chis, & Elder, 

2018; Kurt, Karakaya, Safaz, & Ates, 2014; Reardon, Kalogrides, Fahle, Podolsky, & 

Zarate, 2018).  The advantages of one gender type over the other are also significantly 

manifested in aptitude and educational tests; however, the reasons for different response 
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patterns are still unclear (Reynolds & Livingston, 2012).  Discussing these reasons is 

beyond the scope of this research study. 

English as a Second Language 

Currently, U.S. classrooms are very diverse.  Students are multilingual, 

multiethnic, and multicultural; consequently, they have different learning styles 

(Marzano, 2018).  The changes that occur to the students’ population in school bring new 

challenges to test makers to design a fair and reliable test for all students (Walsh & Betz, 

1985).  English language learners (ELL) are one of the most growing minority groups in 

the U.S. public schools.  Based on the U. S. Department of Education report of 2000-

2015, the percentage of ELL students who have enrolled in public elementary and 

secondary schools is about 10%, and this number is growing fast as a large number of 

new immigrants have arrived to the U.S. in the last few years (U. S. Department of 

Education, 2018).  The U.S. Department of Education classifies the students who have 

limited English proficiency as ELL students based on English language proficiency test 

results.  These students are receiving language assistance programs to attain English 

proficiency and meet the academic standards that all non-ELL students are supposed to 

meet (Reynolds & Livingston, 2012). 

Limited English proficiency could result in poor educational outcomes which 

affect the students’ educational evaluation (Lambert, Garcia, January, & Epstein, 2017).  

Reynolds and Livingston (2012) suggested some strategies that might be used in the case 

of assessing ELL students.  They listed three possible alternatives: (1) using translated 

versions of the English test, (2) using nonverbal test, or (3) providing a qualified bilingual 

examiner or a translator.  However, these suggestions have a negative impact on test 



5 

 

validity and reliability, they are very expensive to implement, and they are time-

consuming process (Reynolds & Livingston, 2012).  Improving ELL educational 

achievement has been a concern since the beginning of the current century.  The NAEP 

stated that there is a significant achievement gap between non-ELL and ELL students, 

and this gap increases in higher grade levels.  August, Shanahan, and Escamilla (2009) 

reviewed and summarized a synthesized work sponsored by Office of English Language 

Acquisition (OELA), U. S. Department of Education, and Institute for Educational 

Sciences (IES) to deliberate five domains related to teaching and learning English as a 

second language.  One of these domains was to investigate and develop the language and 

literacy assessment of ELL students.  Therefore, the main focus of this study was to 

evaluate high-stakes test results in order to improve the understanding and interpretation 

of these results. 

Common Core State Standards (CCSS) 

 The challenge of global competition in the field of education has led to 

developing internationally benchmarked standards that provide guidelines for teachers to 

ensure students’ success at the end of the academic school year (Haynes, 2011).  An 

educational initiative of CCSS has been sponsored by the National Governors 

Association (NGA) and the Council of Chief State School Officers (CCSSO) to provide 

an equal learning opportunity for all students nationwide and to formulate educational 

standards that align with the modern technology of the twenty-first century (CCSSO, 

2010).  The k-12 CCSS were released in 2010 to create consistent standards for English 

language arts and literacy in history/social studies, science, and technical subjects that 

guarantee access to high-quality education and prepare students for college and careers 
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(Morrow, Tracey, & Del Nero, 2011).  Evans, Evans, and Mercer (1986) referred to 

learning language arts as a fundamental stage to learning other skills since language arts 

consist of communication skills of listening, speaking, writing, and reading skills that are 

essential for other disciplines.  Under the No Child Left Behind Act (NCLB, 2002), all 

students should be afforded equal opportunities for high-quality education based on the 

state requirements that meet the federal standards. The NCLB act is considered as a shift 

towards ranking students based on norm-referenced tests.  Norm-referenced tests refer to 

measurements that compare students’ scores to a hypothetical average score (Gall et al., 

2007).  Since then, about forty-eight states have adopted these academic standards to 

achieve their specific learning goals (CCSS Initiative, 2010). 

Phillips and Wong (2010) argued that to bring the CCSS to the next level, the 

testing system should also be improved to align with these standards. Therefore, in 

recognition of the importance of the high-stakes tests that reflect the CCSS guidelines, 

analyzing data collected from these tests should be done with respect to certain 

psychometric criteria to ensure the fairness of the test to all students. 

Psychometrics 

There is a growing concern among educators in terms of test reliability and 

validity (Reynolds & Livingston, 2012).  Test validation or test fairness is a widely used 

term to refer to psychometric properties that should be applied to ensure test validity and 

reliability (DeMars, 2010).  Therefore, psychometric theories can provide an adequate 

interpretation of the test results and the measurement quality (Furr, 2011).  There are two 

major psychometric theories in psychological and educational fields that have been used 
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for data analysis. These two theories are classical test theory (CCT) and item response 

theory (IRT). 

Classical test theory (CTT).  The CTT or true score theory is based on the 

examinee’s observed score as the unit of focus represented by a true score added up to an 

error score, and it is considered as a test-dependent theory (De Ayala, 2009).  CTT 

estimates the examinees’ latent trait as a function of his performance in test items as the 

true score if the examinee takes an infinite number of the same measure.  Therefore, the 

true score cannot be obtained from the test data; as a result, the error score related to it is 

unobtainable as well, which leads to the difficulty of attaining the model-fit analysis to 

the data set (Lord, 1980). Applying CTT to test data requires estimating the true score 

and the measurement error score to compare them with the observed performance on a 

given test (Fan, 1998).  The true score is a hypothetical unobservable score that would be 

equal to the observed score if the measurement error is zero (Reynolds & Livingston, 

2012). The above information can be expressed mathematically with the following 

equation, 

               X = T + E,      (1) 

where X is the observed score, T is the true score, and E is the error. Moreover, CTT is 

based on three major assumptions: (1) the true score and the associated measurement 

error are uncorrelated, (2) the measurement errors of one test are uncorrelated with 

measurement errors of parallel form, and (3) the true score of one test is uncorrelated 

with measurement error of another test (De Ayala, 2009).  According to CTT, test 

parameters are dependent on examinees’ characteristics.  CTT difficulty index, which 
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denotes by p, is obtained by calculating the proportion of test takers who answer the item 

correctly.  The discrimination index is computed by attaining the total point-biserial 

correlation of test items that are answered correctly (DeMars, 2010).  Among many 

theories developed in terms of psychometric properties, CTT had been the most dominant 

one over one-hundred years.  Although CTT has been used for a long time, it has 

received many criticisms. 

The CTT opponents claim that it is based on weak theoretical assumptions which 

make it an unfalsifiable model.  Hambleton and Swaminathan (1985) discussed five 

common shortcomings of CTT: (1) test statistics indices depend heavily on the nature of 

the examinee sample, (2) the ability comparison between examinees is based on their 

final score on the test, ignoring the item level analysis, (3) the reliability index is obtained 

by administering two parallel forms, which is hard to achieve, (4) CTT does not provide 

any information about examinees behavior in terms of each test item, and (5) CTT 

assumes the homogeneity of variance in estimating the error of measurement.  Therefore, 

another psychometric theory was introduced as an alternative for CTT during the second 

half of the twentieth century, which is known as item response theory (IRT). 

Item response theory (IRT).  IRT overcomes all theoretical and practical 

shortcomings of the CTT which makes it preferable by many researchers.  IRT is a 

psychometric paradigm for analyzing test items and explaining the relationship between 

the examinee’s response and the underlying ability being tested (Hambleton, 

Swaminathan, & Rogers, 1991).  Moreover, IRT is based on the probability of answering 

the item correctly as a function of an underlying latent trait under two major assumptions: 

unidimensionality and local independency (De Ayala, 2009).  The unidimensionality 
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assumption presumes that there is only one dominant factor which explains students’ 

performance in the test.  On the other hand, local independency assumption means that 

students’ responses to the test items are independent of each other given the ability of 

students (DeMars & Jurich, 2015). 

IRT is applied based on estimating the test item parameters and the examinee 

parameters; consequently, it can be applied in many different models.  The most used 

IRT models are the dichotomous models of the one-parameter logistic model (1-plm), 

two-parameter logistic model (2-plm), and three-parameter logistic model (3-plm) (De 

Ayala, 2009).  The simplest model is the 1-plm, because it estimates only the difficulty 

parameter (i.e., b-parameter) assuming that the discrimination (i.e., a-parameter) and the 

guessing (i.e., c-parameter) parameters are invariant across test items.  It is 

mathematically expressed by the following formula: 

   Pij ()=
e(θ-bi)

1+e(θ-bi)
,     (2) 

where Pij () is the probability of answering item i correctly by an examinee j with ability 

level at , e is a transcendental number which equals 2.718, and bi is the difficulty 

parameter of item i. The b-parameter is the item difficulty parameter. It also provides 

information about the difficulty level of a given item.  The more difficult the item, the 

higher ability is required by the examinee to answer the item correctly (Hambleton et al., 

1991).  In theory, the value of b-parameter ranges from -∞ to +∞; however, the practical 

value usually ranges between -2 to +2. According to the 2-plm, the a-parameter is 

allowed to vary.  It is expressed in the following equation  
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    𝑃𝑖𝑗  () =
𝑒𝐷𝑎𝑖(𝜃−𝑏𝑖)

1+𝑒𝐷𝑎𝑖(𝜃−𝑏𝑖) ,                                                        (3)  

where ai is the discrimination parameter for item i, and D is the scaling factor with a 

value of 1.7.  The a-parameter refers to the steepness of the slope of the item 

characteristic curve (ICC).  It allows differentiation between examinees from low ability 

group and other examinees in the high ability group (Camilli & Shepard, 1994).  A large 

value of the a-parameter indicates that the item strongly discriminates between 

examinees on the ability level. The 3-plm can be applied to data set by adding the c-

parameter to the equation (3), given  

   Pij ()= 𝑐𝑖 + (1 − 𝑐𝑖)
e𝐷𝑎𝑖(θ-bi)

1+e𝐷𝑎𝑖(θ-bi)
 ,                            (4) 

where ci is the guessing or pseudo-chance parameter for item i.  This parameter estimates 

the probability of answering the item correctly by chance.   

CTT and IRT shape most of the statistical and theoretical procedures that are 

applied to examine the psychometric properties for any measure; however, IRT remains 

the most usable for its outstanding attributes to address modern problems (Finch, French, 

& Immekus, 2014).  Form both CTT and IRT perspectives, many statistical models and 

applications have been developed.  One of the implications of these psychometric 

theories is the differential item functioning analysis. 

 Differential item functioning (DIF).  DIF is another psychometric tool that is 

used to detect test items that function differently between two equal ability groups drawn 

from the same population (Furr, 2011).  DIF means that two groups (e.g. gender) who 

have equal underlying ability may have a different probability of answering an item 
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correctly due to other nuisance variables (Gall et al., 2007).  Two forms of DIF have been 

distinguished in literature: uniform DIF, and nonuniform DIF.  The uniform DIF refers to 

the consistency of DIF in item performance on the ability level, which means that the 

slopes of two subgroups do not intersect across the ability level.  Whereas, nonuniform 

DIF refers to differences in performance on the ability level, which means that the slopes 

of two different groups intersect at some point at the ability level (Swaminathan & 

Rogers, 1990). 

Historical development of DIF.  The history of studying item bias can be traced 

back to the beginning of the twentieth century when Binet and Simon noticed that some 

items in an intelligence measurement were culturally biased against a group of students 

who belonged to a low socioeconomic class and they conducted their research in this area 

since the beginning of the twentieth century (Binet & Simon, 1973).  Since Binet and 

Simon raised the concern about potential bias items in some high-stakes tests, various 

sophisticated statistical methods have been developed to detect item bias (Camilli & 

Shepard, 1994). For decades, the term item bias or item impact were used 

interchangeably to refer to any item in educational or psychological measurements that 

function differently between two groups from the same population (De Ayala, 2009).  In 

1960s, the terminology changed to DIF instead of item bias or item impact (Holland & 

Thayer, 1988). 

Zumbo (2007) discussed three generations of DIF.  He described the first 

generation as the starting point of investigating item bias by comparing the scores of two 

groups (focal group and reference group).  During this generation, item bias or item 

impact was the formal term used in the literature.  The second generation began when the 
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term DIF replaced item bias and was widely accepted as a term referred to item bias.  As 

Zumbo (2007) stated, the second generation was characterized by focusing on developing 

more sophisticated statistical methods for detecting DIF and distinguishing between item 

bias and item impact.  Ackerman (1992) conducted a study to differentiate between item 

bias and item impact through the methodology used to detect each type.  Item bias is 

detected by matching the two groups of interest on the latent ability to control the 

differences in performance on the ability variable, whereas item impact is considered the 

group differences on the measured ability (Osterlind & Everson, 2009).  The third 

generation as described by Zumbo (2008) is the future of DIF.  The reasons beyond the 

occurrence of DIF still needs more investigating which leads to the third generation of 

DIF (Zumbo, 1999).  Historically, the importance of investigating test items that function 

differently among two different groups arises from the importance of the inference and 

interpretation of test results (Holland & Thayer, 1988).  Therefore, as Zumbo (2008) 

emphasized, during the second generation of DIF the focus was on developing the 

methodology of investigating item bias.  In this study, potential DIF items will be 

discussed and examined in terms of the DIF second generation. 

Methods of detecting DIF.  There is a variety of statistical methods developed to 

detect test items that function differently between two groups of examinees with equal 

ability level.  These methods are classified as CTT-based methods and IRT-based 

methods.  Atalay Kabasakal, Arsan, Gök, and Kelecioglu (2014) claimed that the CTT-

based methods such as Mantel-Haenszel (MH), Logistic Regression (LR), and the 

SIBTEST were based mainly on comparing distributions and calculating the subgroups 

invariances.  On the other hand, IRT-based methods such as Lord’s chi-square test, 
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Raju’s area measure, and likelihood ratio are based on parameter and/or model 

comparison. However, the IRT-based methods are more powerful due to its strong 

assumptions that underline data analysis (San Martin, 2016). 

Statement of the Problem 

 Considering the demand on a valid educational test, this study was designed to 

examine high-stakes test outcomes for any potential DIF items.  The researchers 

investigated the gender-related DIF, gender differences within the ELL and non-ELL 

groups in an English language art measure based on CCSS, and then compare each 

gender group in the non-ELL group with the corresponding ELL gender group. Many 

research studies based on DIF analysis showed that DIF items, which are identified as 

bias against a subgroup in a particular population, do not mean that they impact all 

members of that group at the same level (Grover & Ercikan, 2017). 

Previous studies have examined DIF through a range of different lenses; however, 

there was no study used data from CCSS-based tests.  This study aimed at expanding the 

empirical DIF literature to consider gender difference within and cross two groups from 

different linguistic backgrounds (ELL vs. non-ELL) to develop a better understanding of 

how gender may affect students’ performance in high-stakes testing and to examine the 

consistency of DIF results between and within these groups.  It also aimed at comparing 

the consistency of the DIF results obtained from the CTT-MH procedure and IRT-

likelihood ratio. 

Research Questions 

1. Is there any gender-related DIF on the 7th grade CCSS ELA items (male vs. 

female)? 
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2. Is there any ELL-related DIF on the 7th grade CCSS ELA items (non-ELL 

vs. ELL)? 

3. Is there any gender-related DIF within ELL and non-ELL the 7th grade 

CCSS ELA items (male ELL vs. female ELL, and male non-ELL vs. 

female non-ELL)? 

4. Is there any  gender-related DIF across ELL and non-ELL groups (male 

ELL vs. male non-ELL, and female ELL vs. female non-ELL)? 

5. Is there any difference between the DIF results of MH procedure and IRT-

likelhood raion method? 

Significance of the Study 

The shift towards evaluating students on high-stakes tests and comparing them on 

a national norm brings challenges for designing fair tests.  In theory, high-stakes testing is 

run through strict statistical procedures to ensure the statistical characteristics of these 

tests such as validity and reliability.  However, many studies showed differences in test 

performance between two groups of equivalent ability from the same sample based on 

advanced psychometric DIF analysis (Aryadoust, 2012; Grover & Ercikan, 2017; 

Hamilton, 1999; Innabi & Dodeen, 2006; Kan & Bulut, 2014; Young & Sudweeks, 

2005). 

Therefore, investigating DIF in a standardized test may provide more detailed 

information about students’ different performance that could help improve learning 

instructions at schools and provide the educators, policymakers, and practitioners with 

accurate guidance for test result interpretations.  Also, data used in this study were from 

7th grade population, which is classified as adolescent age.  In addition, literacy skills and 
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instructions begin to develop significantly during early adolescence; therefore, studying 

students from this age group may be especially enlightening.  Also, most DIF studies that 

focused on this age group used math and/or science test items, because adolescent 

students start to develop more complicated cognitive skills, which makes more interesting 

for the researchers to investigate the differences between adolescent subgroups (Ong, 

Williams, & Lamprianou, 2015; Wang & Lane, 1996; Young & Sudweeks, 2005).  On 

other hand, there are few studies examined DIF language items among adolescent 

subgroups (Koo, Becker, & Kim, 2014).  Consequently, studying gender in relation to 

their linguistic background may account for the variations in their responses to a 

particular test item. 
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CHAPTER II: LITERATURE REVIEW 

This chapter presents the rationale for examining gender-related DIF and the ELL 

status on high-stakes tests using two DIF detection methods.  The following review of 

literature represents the literature pertinent to this research study.  Specifically, this 

chapter consists of three sections.  It starts with the importance of studying the high-

stakes educational tests’ outcomes which were used as the data of this study.  This is 

followed by a general discussion of DIF detection methods with a detailed discussion of 

the two methods used in this study to analyze the data.  The last section highlights the 

gender and linguistic background as a function of differential test performance, which 

were considered as the studied variables. 

High-stakes Educational Tests  

 High-stakes tests refer to a measure that is designed to evaluate and compare 

students’ achievement against specific standards and learning goals that are prerequisite 

for students’ success (Jones et al., 2003).  The high-stakes educational testing is a major 

and effective component in evaluating and understanding the learning and teaching 

processes.  It is used as a tool of distinguishing between different ability levels, predicting 

students’ future academic achievements, and comparing between students’ performances, 

schools, districts and states (Reynolds & Livingston, 2012).  During the past century, the 

high-stakes educational and psychological tests were introduced to gather information 

about the school system and to find ways to fix the issues related to education in general 

(Marzano, 2018).  A substantial research literature has studied the results of using high-

stakes testing on improving educational outcomes.  Fuchs, Fuchs, Hamlett, and Stecker 

(1991) demonstrated that systematic monitoring of students’ achievement using 
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curriculum-based measurement (CBM) can help improve their performance and adjust 

the classroom instructions accordingly.  High-stakes tests are also used in literature to 

examine the eligibility for special education referral (Phillips, 1993; Thurlow, Ysseldyke, 

& Silverstein, 1995).  Most of the educational reform efforts in the American public 

school system were instigated by information driven from high-stakes testing that 

measure students’ academic growth (Braun & Matthias, 2017).  Therefore, what is taught 

in classrooms and what is assessed should be aligned very well in order to make sure that 

the learning objectives have been achieved.  The initiative of No Child Left Behind Act 

(NCLB, 2002) highlighted a need for adopting nationwide standards that require an 

evaluation mechanism to accommodate these standards.  Therefore, designing a test that 

measures these standards or reflects them becomes an urgent need for the new 

educational reform that has started by the beginning of the current century. 

The high-stakes testing proponents call for adopting these tests for the following 

reasons: (1) high-stakes tests hold teachers and students accountable and keep them 

motivated, (2) they are a proper diagnostic tool to measure the curricula, (3) they allow to 

compare scores among teachers, students, and schools through a comprehensible 

comparison that is easy for parents to understand, and (4) high-stake tests’ outcomes 

provide evidence for students professional development which can help improve the 

teaching instructions (Jones et al., 2003).  However, Amrein and Berliner (2002) 

reviewed scientific research studies to examine the validity of the above statements.  

They found that high-stakes testing domain does not provide valid evidence for authentic 

learning; consequently, scores obtained from these tests are incorrectly interpreted in 

most of the cases. 
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 There is enormous literature in the field of educational assessment that focuses on 

how to interpret the outcomes (Braun & Matthias, 2017; Bulut, Quo, & Gierl, 2017; 

Hickey & Zuiker, 2005; Immekus & McGee, 2016).  However, these studies provide 

more evidence supporting the claim of having troubles in making relatively coherent 

inferences from the high-stakes testing that becomes an essential part of the educational 

system.  The interpretations and inferences of test outcomes are a very paramount and 

crucial step in terms of making educational decisions (Walsh & Betz, 1985).  Therefore, 

the consequential implications of the test outcomes reflect the importance of reaching the 

academic goals and applying the standards.  The inferences can be strengthened within a 

psychometric framework by ensuring the validity of the test and the reliability of its 

scores (Linn, Baker, & Dunbar, 1991).  Zumbo (1999) referred to validity and reliability 

as traditional methods to evaluate test results.  He recommended using more sophisticated 

psychometric procedures to improve research-based analysis and decision making.  

However, ensuring the test validity and reliability remains an issue among many teachers 

and practitioners.  Elliott, McKevitt, and Kettler (2002) reviewed the results of four 

research studies conducted to examine test accommodations for disabled students and 

validity issues.  They remarked that educators who are responsible for decision-making 

are less likely aware of the validity of test accommodations.  Therefore, applying 

psychometric procedures are crucial to making educational decisions regarding minority 

groups in schools. 

Fixing the assessment issues has always been a concern for educators, policymakers, 

teachers, and practitioners.  Linn (2000) reviewed the five waves of educational reform 

based on the assessment outcomes and how educational assessment contributed to the 
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field of education during the last half of the past century.  He discussed the last wave of 

educational reform as a stage of adopting common standards and high-stakes 

accountability system that increase the demand on developing valid assessments.  

Adopting a standardized assessment can have a negative impact if other factors such as 

school effect, ethnic groups, and/or gender have been ignored (Linn, 2000).  Therefore, 

spending too much time teaching only the test content will have a consequential negative 

impact on the validity of the test as well as on the interpretation of its outcomes (Linn et 

al., 1991). 

The efficiency and utility of high-stakes testing.  Several decisions can be made 

according to the score reports provided by districts.  Low scores can lead to school 

closure resulting in many teachers lose their jobs, on the other hand, high scores are 

considered as an indicator to a good education (Brigance & Hargis, 1993).  Also, these 

decisions are not only affecting students’ academic life but also are somehow related to 

their personal life.  Families, for example, choose where to live based on school rankings 

to provide their kids with better education opportunities (Amrein & Berliner, 2002).  

Scoring system and comparison on high-stakes tests may motivate teachers and students 

to improve their scores on high-stakes tests to be able to compete nationally and 

internationally.  Consequently, high-stakes tests become a popular source of 

accountability, which also leads to a high-stakes accountability system (Wixson & 

Carlisle, 2005). 

Porter, McMaken, Hwang, and Yang (2011) conducted a study to compare the 

CCSS-based curriculum content with the state standards-based curriculum content in 

mathematics and English language arts and reading (ELAR) to measure the degree of 
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agreement between both contents.  They found that the correlation between the two 

contents is low to moderate at all grade levels.  Moreover, Taylor (2004) documented 

how these tests negatively affect the minority groups in schools.  However, she focused 

only on the low socioeconomic status students and at-risk students.  Other minority group 

students such as ELLs were not discussed in her book. 

Test fairness and psychometrics.  The rapid improvement in assessment practice 

and policies requires more analysis to understand its outcomes (Linn et al., 1991).  

Therefore, the test designers and testing companies are carefully examining the 

psychometric properties of test items to ensure test fairness (Brigance & Hargis, 1993).  

The diversity in the classrooms nationwide put them in a big challenge to provide a test 

that has no bias.  Test bias has been recognized in the literature as a problem that results 

in unfair evaluation to the examinees’ subgroups (Shealy & Stout, 1993).  Test bias also 

can occur when another nuisance factor is tested besides the main tested factor (van de 

Vijver, Fons, & Poortinga, 2005).  Late in the last century, test bias had been replaced by 

a more proficient term which has been known as DIF (Sireci, Patsula, & Hambleton, 

2005).  Therefore, DIF is a relatively new term used in literature. 

DIF as a Tool of Examining Test Fairness 

Test developers apply several statistic procedures to ensure the quality of the test 

items in terms of test fairness for all examinees.  One of the commonly used statistical 

procedure is DIF which is used to identify potentially biased items across different 

groups of examinees (Camilli & Penfield, 1997).  DIF is referred to as a statistical 

technique that is applied to detect test items that function differently between two or more 

groups of test takers due to the variables not directly related to the cognitive components 
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of examinees (Dorans & Holland, 1993).  A relatively enormous psychometric studies 

were conducted in the domain of high-stakes tests; however, there was no study that used 

data from high-stakes standardized tests that were designed to measure the standards of 

the CCSS.  Furthermore, despite the importance of high-stakes tests, there has been little 

research devoted to this topic in DIF literature.  Camilli (2006) claimed that, in terms of 

test fairness, high-stakes tests are not well examined. 

DIF detection methods.  During the last century, a variety of methods has been 

developed to detect DIF for both dichotomously and polytomously scored items.  

However, the prominent methods in the literature are based on IRT (Ahmadi & 

Thompson, 2012; Grover & Ercikan, 2017), the MH approach (Allalouf & Abramzon, 

2008; Andrich & Hagquist, 2012; Atalay Kabasakal et al., 2014; Beaver, French, Finch, 

& Ullrich-French, 2014; Camilli & Penfield, 1997; Innabi & Dodeen, 2006), Rasch 

model (Alavi & Bordbar, 2017; Andrich & Hagquist, 2012; Aryadoust, 2012), logistic 

regression (Abedlaziz, et. al., 2011; Arikan, van de Vijver, Fons & Yagmur, 2018; 

Bastug, 2016; Camilli & Congdon, 1999; Fidalgo, Tenenbaum, & Aznar, 2018), and 

likelihood ratio test (Cohen, Kim, & Wollack, 1996; Kim & Cohen, 1995).   

Fan (1998) compared CTT and IRT in terms of their person parameter estimates, 

item parameter estimates, and the degree of invariance between item statistics obtained 

from both methods through a correlation analysis.  He used data from a high-stakes test 

from a statewide assessment program administered to evaluate students reading, math, 

and writing abilities.  The results showed that the correlation between CTT and IRT 

parameter estimates were from high to moderate, which indicated that CTT is as strong as 

IRT in estimating person and item parameters.  However, Fan did not expand his research 
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to detect DIF using both methods.  He only studied the how each theory can provide 

accurate estimation to the test and examinees parameters.  The DIF detection methods 

can be classified as CTT-based methods and IRT-based methods.  In the following 

sections, the advantages and disadvantages of each method will be highlighted.  

CTT-based methods (non-IRT). CTT is one of the commonly applied psychometric 

methods.  There are many approaches based on the CTT that are used in the literature to 

examine DIF.  The major aspect of all CTT-based methods is that they are based on 

distribution comparisons between the focal and the reference groups.  The next sections 

discuss the most common CTT- based methods. 

Logistic Regression. Logistic regression is one of the widely used non-IRT 

approaches for detecting DIF items across groups.  Logistic regression was proposed by 

Swaminathan and Rogers (1990).  It refers to how to make predictions from one or more 

quantitative and/or qualitative variables about a binary variable (de Ayala, 2009).  In the 

DIF context, logistic regression can be used to predict the behavior of two groups of 

examinees as a unit of analysis from their group membership, their ability level, and the 

interaction between these two variables (Camilli & Shepard, 1994). 

There are many studies that have applied logistic regression to detect DIF (Cheema, 

2017; Doğan, Hambleton, Yurtcu, & Yavuz, 2018; Kim & Oshima, 2013; Kim, 2001; 

Kurt, Karakaya, Safaz, & Ates, 2015; Lambert et al., 2017; Miller & Spray, 1993; Ong et 

al., 2015; Wang & Lane, 1996; Wedman, 2017; Woods & Harpole, 2015).  However, 

most of these studies used simulated data to compare logistic regression with other DIF 

detection methods.  One of the major advantages of applying logistic regression as a DIF 

detection method is that it has a superior power to detect uniform and nonuniform DIF 
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types (Camilli & Shepard, 1994).  On the other hand, logistic regression has a high rate of 

occurring the Type I error due to its sensitivity to the small differences between the 

studied groups (Jodoin & Gierl, 2001). Also, there is no effect size measure associated 

with logistic regression analysis (Cohen & Bolt, 2005). 

Standardization. Standardization method of detecting DIF is similar to MH in that 

both methods are based on testing the null hypothesis of having an equal expectation for 

two subgroups of examinees on the same ability level (Dorans & Holland, 1993).  

However, unlike MH, standardization method computes the proportion correct statistics 

for all available data in the reference and the focal groups after matching them on their 

total score (Dorans & Kulick, 1983).  Standardization method is rarely used in DIF 

literature. 

Simultaneous Item Bias Test (SIBTEST).  Shealy and Stout (1993) established 

another procedure to assess test items that function differently among subgroups of 

examinees.  They claimed that it is a proper statistical procedure to detect test bias, DIF, 

differential bundle functioning (DBF), and/or differential test functioning (DTF) 

simultaneously.  DBF is another form of detecting test bias by grouping the test items 

into bundles or more precisely classifying them into categories (Camilli, 2006).  They 

also distinguished between test bias and DIF in terms of test construct validity.  

Simultaneous Item Bias Test (SIBTEST) is a nonparametric model using 

multidimensional item responses data to detect DIF in dichotomous data after matching 

the reference and focal groups on their ability variable (Atalay Kabasakal et al., 2014).  

SIBTEST is designed to accommodate multidimensional data. 
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Transformed item difficulty (TID). Transformed item difficulty (TID) or delta-plot 

is one of the first methods used to detect item bias.  As a method based on CTT, the TID 

method calculates the item difficulty index by computing the proportion of the examinees 

who answer the item correctly.  TID was first introduced by Angoff (1972) when he 

studied the cultural difference between the two groups.  TID method is based on 

calculating item difficulty index (p-value) for both studied groups on each test item, and 

then converting the p-values to a normal deviate z corresponding to the (1 – p) the 

percentile with a mean of 13 and standard deviation of 4. 

 Abedlaziz et al. (2011) utilized the TID methods to identify DIF items on 

mathematical ability test across 10-grade males (n = 380) and females (n = 420) groups.  

They compared the degree of agreement between the TID and logistic regression on 

identifying DIF.  They found that seventeen items out of forty exhibited DIF.  However, 

their findings revealed that the TID and logistic regression showed low agreement in the 

DIF items. 

Mantel-Haenszel (MH). The MH procedure is a χ2 test of the DIF null hypothesis 

which states that the odds of answering a given item correctly in both groups are equal 

using χ2 distribution with one degree of freedom (de Ayala, 2009).  The MH procedure 

was first suggested by Scheuneman (1979); however, Scheuneman’s statistical procedure 

received criticism in terms of its methodology (Camilli & Shepard, 1994). Later, Holland 

and Thayer (1988) developed a statistical approach based on the Mantel and Haenszel 

(1959) procedure to detect DIF.  They claimed that the MH procedure for testing the DIF 

null hypothesis is the most powerful test among other DIF detection methods that are 

based on CTT.  Holland and Thayer (1988) provided two statistical procedures to detect 
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the common odds-ratio between the focal and the reference groups which denotes by 

𝑀𝐻  and the magnitude of the DIF item which denotes by 𝑀𝐻. The 𝑀𝐻 is used to 

calculate the differences between the focal and reference groups in the difficulty 

parameter, and it is referred to as MH odds ratio (Camilli & Shepard, 1994).  The MH χ2 

procedure is based on the calculation of a binary item response with the group 

membership which is added up into a series of 2 * 2 * k contingency tables for each 

interval on the matching variable which is the ability level, where k is the number of 

groups (de Ayala, 2009).  The baseline of the MH procedure is that the focal and the 

reference groups are compared on the odds-ratio after they are matched on the 

proficiency of interest which is usually their total raw score. In other words, MH is 

studying the relationship between two variables (the group membership and the item 

response) after controlling the third variable which is their total raw score (Sireci, et al., 

2005). 

The advantages of applying the MH procedure as a method of identifying DIF are 

because it does not require expensive software to be computed, and it also does not 

require a large sample size to obtain valid results.  However, the MH procedure has a 

disadvantage of not detecting nonuniform DIF.  It is used only for dichotomously scored 

items because it requires a binary response for the data analysis.  Many scientific studies 

examined the occurrence of DIF by applying the MH procedures (Andrich & Hagquist, 

2012; Atalay Kabasakal et al., 2014; Bastug, 2016; Camilli & Penfield, 1997; Dorans, 

1989; Hambleton & Rogers, 1989; Hidalgo-Montesinos & Gómez-Benito, 2003; Kim & 

Oshima, 2013; Woods & Harpole, 2015).  Allalouf and Abramzon (2008) investigated 

DIF using the MH procedure in a language test for a large sample size of more than 
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30,000 examinees who come from different countries.  For the purpose of their study, 

they divided the study into two parts: in part one, they examined a pilot group of 

examinees (2,200 Arabic speakers and 1,500 Russian speakers) in order to detect the 

items that exhibit DIF; in part two, they conducted a validation study using a small 

sample of the examinees used in part one.  Allalouf and Abramzon (2008) conducted 

their study to put recommendations on how to reduce DIF items in second language 

assessment domain.  The findings showed that eighteen items out of 44 (42%) of the test 

items were flagged as DIF; however, the pilot study reduced the number of the DIF 

items. 

Another pertinent study was conducted by Beaver et al. (2014) to assess test items 

for potential gender-related DIF in a psychological scale that assessed the social and 

emotional development for children age 0 to 7.  They used the MH procedure to detect 

gender-related DIF among young children and found that four items out of fifty exhibited 

large DIF.  Their results indicated that sex differences can lead to misinterpretation to 

development delay using this measure.  Oliveri, Lawless, Robint, and Bridgeman (2018) 

analyzed 320 GRE test items from the verbal and quantitative sections between U.S. 

citizens group (n = 300) and non-U.S. citizen group (n = 300).  They found that DIF 

items disadvantaged the non-U.S. citizen group are testing the knowledge of English 

idioms.  The MH procedure was used in this study for its advantages. 

IRT-based methods.  IRT is one of the most frequently used methods to detect DIF 

for a long time.  A numerous number of IRT-based methods have been used in DIF 

literature.  Parameter comparison is the cornerstone for all the IRT models (Hambleton et 

al., 1991).  Fundamentally, the parameters of any chosen model are estimated then 
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compared. If the parameters equally fit the data for both groups (the focal and the 

reference groups) then there is no DIF, if the parameters of one of the groups do not fit 

the data, then there is a sign for a DIF (Camilli & Shepard, 1994).  Practically, there are 

several statistical procedures to test the model-data fit from an IRT perspective.  The 

most used ones in the DIF literature are: Lord’s 𝝌𝟐 (Lord, 1980), Exact signed and 

unsigned area (Raju, 1988), the likelihood ratio (Thissen & Steinberg, 1988), Rasch 

model (Rasch, 1960), Mixture IRT (Cohen & Bolt, 2005), and graded response model 

(GRM) (Andrich, 1978; Masters & Wright, 1984). 

Lord’s χ2.  In the context of IRT, Lord (1980) developed the 2PL IRT model which 

was based on estimating two parameters instead of only one.  The a-discrimination 

parameter was added to the 1PL IRT model.  In detecting item bias, Lord suggested that 

item bias occurred if the ICCs of the two groups differ significantly.  Using an asymptotic 

𝜒2 test, Lord evaluated the null hypothesis which stated that b parameter and a parameter 

of the focal and reference groups are equal.  He also proposed a test of significance to 

assess DIF.  Lord’s 𝜒2 is similar to the 𝜒2 distribution with two degrees of freedom 

(Thissen, Steinberg, & Wainer, 1993). 

McLaughlin and Drasgow (1987) were one of the first researchers who used Lord’s 

chi-square to identify item bias.  They studied a pooled sample of 1000 and 250 and 50 

test items in simulated data which is the minimum number of sample size and test items 

suggested by Lord (1980) to get valid parameter estimation.  McLaughlin and Drasgow 

(1987) generated the data using 2PL and 3PL models at different level of significance.  

They found out that using Lord’s 𝜒2 can increase the rate of Type I error due to the 

inflation of the chi-square value.  They also tested the Lord’s 𝜒2 statistic under different 
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methods of  estimation and found out that Lord’s 𝜒2 can give misleading results if 

maximum likelihood estimation is used.  Angoff and Cook (1988) also applied Lord’s 𝜒2 

to an empirical data to compare between the Scholastic Aptitude Test (SAT) and the 

Prueba de Aptiud Academica (PAA) Spanish-language version.  The purpose of their 

study was to find a correspondent score to in the Spanish translated version.  Other 

research studies applied Lord’s 𝜒2 in purpose of comparing it with other statistical 

methods (Chan, Drasgow, & Sawin, 1999; Ellis & Kimmel, 1992; Kim, Cohen, & Park, 

1995; Stark, Chernyshenko, Chan, Lee, & Drasgow, 2001). 

However, despite the strong mathematical equations that underline Lord’s 𝜒2, there 

have been many criticisms which makes it unpreferable by other researchers in recent 

years.  The main criticism against Lord’s 𝜒2 test was that it was not powerful enough to 

detect any significant difference between ICCs of each group even if there were different 

parameter estimations between the studies groups (Camilli & Shepard, 1994).  Another 

Lord’s 𝜒2 disadvantage is that the c-parameter is not included in the equation of DIF 

detection because it is poorly estimated in the 3PL model (Sireci et al., 2005). 

Exact signed and unsigned area. Raju (1988) developed a new approach based on 

IRT to overcome Lord’s 𝜒2 shortcomings; this method is so-called Exact Signed and 

Unsigned Area.  Raju studied the area between the ICCs of two groups for any significant 

differences.  This method is known as a practical difference between the two groups in a 

given item.  This method is applicable for dichotomous and polytomous items (Sireci et 

al., 2005).  The null hypothesis states that the area between two ICCs is identical after 

estimating the parameters and put them on a common scale (Hambleton et al., 1991).  

Raju (1990) also proposed a significant test associated with the magnitude of the DIF 



29 

 

item to show that if the DIF is large, then there is a significant difference between the 

ICCs of the two groups.  Raju (1988) developed a mathematical formula to measure the 

signed and unsigned area between two ICCs.  The signed area formula is used when the 

ability level of the two groups does not intersect with each other.  It is based on 

subtracting the probability of answering an item correctly of the focal group from the 

probability of answering the item correctly of the reference group. 

On the other hand, if the ability level of the focal group is inconsistent across the 

ability level, the ICCs of two groups will intersect and results in canceling each other.  

Therefore, the formula in the unsigned area differs slightly in terms of using the square 

root of the outcome to avoid canceling the value of the difference (Camilli & Shepard, 

1994). 

Many studies in the DIF literature have applied the area index for DIF detection  

(Bastug, 2016; Benson, Donnellan, & Morey, 2017; De Beer, 2004).  Teresi, Kleinman, 

and Ocepek-Welikson (2000) compared the DIF results using Lord’s 𝜒2 and signed/ 

unsigned indices to evaluate the IRT-based methods results in terms of DIF detection.  

They used data from a cognitive screening test to investigate group invariance in terms of 

their education level, ethnicity, and race (n = 924).  The analysis consisted of nineteen 

items fourteen of which were dichotomously scored.  Their results aligned with other 

research findings, revealing that IRT-based methods of detecting DIF give relatively 

similar outcomes.  Raju’s area index was not recommended by many researchers because 

of the misleading results if the majority of the examinees were at the either side of the 

ability continuum (Camilli & Shepard, 1994).  Moreover, there is no test of significance 

associated with the area index (Swaminathan & Rogers, 1990). 
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Rasch model. Rasch model is the most powerful DIF detection methods used for 

high-stakes assessment data (Wyse & Mapuranga, 2009).  It is basically based on 

comparing the item difficulty parameter in both groups under study.  Mathematically, 

Rasch model is similar to the 1PL IRT model; however, it was developed separately by 

Rasch (1960) in which the test takers are grouped based on their raw scores. 

Rasch model has been applied in the DIF literature for dichotomous test items 

(Andrich & Hagquist, 2012; Cauffman & MacIntosh, 2006).  Alavi and Bordbar (2017) 

investigated DIF in a high-stakes assessment in Iran from a sample of 5000 examinees 

who took a National University Entrance Exam for Foreign Language (NUEEFL).  They 

used Rasch model as a method to detect DIF between males (n = 1665) and females (n = 

3335).  After the model met the unidimensionality and local independence assumptions, 

the researchers checked their data for the goodness-of-fit index by estimating the infit and 

outfit indices using the mean-square fit values (MNSQs) and the standardized z values 

(ZSTDs).  They investigated the interaction between the person ability and the item 

difficulty across males and females at 0.5 logits or larger.  Alavi and Bordbar (2017) 

found out that 40 items out of 95 items in the test were identified as DIF items.  However, 

the researchers recommended to break the sample down into subtests in order to 

understand the area of weakness among the students.  DeMars and Jurich (2015) studied 

DIF results obtained from Rasch model after matching the examinees on their ability 

level. The purpose of their study was to evaluate the effect of the Rasch model on DIF 

detection when the ability levels of the two compared groups are remarkably different.  

The results revealed that the Type I error was inflated and the DIF effect size was biased 

when the two groups were very different.  They recommended not to apply Rasch model 
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when the two groups are very different on their ability level due to the large effect of the 

guessing parameter on the data.  Camilli and Shepard (1994) believed that Rasch model 

has limited application since it provides estimation to only one parameter. 

Mixture IRT. Recently, a new IRT-based method was proposed by Cohen and Bolt 

(2005) to detect DIF within a multidimensional framework.  It is called the mixture IRT.  

Yalcin (2018) studied gender difference on an international mathematical assessment 

among 4th grade students (n = 1166).  The purpose of his study was to detect DIF items in 

the context of multidimensional measure.  He found no significant differences between 

males and females in the mathematical measure.  The findings revealed that using 

mixture IRT models with multidimensional measure may help interpret the gender 

difference as ability differences rather than DIF.  Mixture IRT model is applied only for 

multidimensional measures. 

Likelihood ratio. Likelihood ratio is one of the most widely used IRT-based methods 

in the recent DIF literature.  As all other DIF detection IRT-based methods, likelihood 

ratio is mainly based on parameter comparison.  Thissen and Steinberg (1988) developed 

a mathematical equation to detect DIF items by testing the null hypothesis which assumes 

that the parameters of the focal and reference group are the same.  To test this hypothesis, 

two IRT models are tested for the goodness-of-fit index.  It is basically based on model 

comparison where the first model or no-DIF model keeps all the parameters in all test 

items constrained. On the other hand, the second model or the DIF model still keep all the 

parameters constrained except for the parameters of the item under studying.  Then the 

likelihood ratio test statistics (TSW-G2) is applied to compare between these two 

models with a degree of freedom equal to the difference between the parameters in the 
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two models.  If the test yields a significant result, then the item exhibits DIF.  The 

likelihood ratio can be obtained from the following formula: 

            𝐿𝑅 =  −2𝐿𝐿𝑐 − (−2𝐿𝐿𝐴),         (5) 

where −2𝐿𝐿𝑐  is the compact model or the no-DIF model, and −2𝐿𝐿𝐴 is the augmented 

model or the DIF model.  Likelihood ratio test for DIF is based on two nested model 

comparison as De Ayala (2009) stated.  The likelihood ratio test statistics is originally 

used to evaluate the model fit and model comparison within the IRT framework (Millsap, 

Gunn, Everson, & Zautra, 2014).  The baseline of the likelihood ratio test for DIF is to 

compare between two models with different number of parameters to see if adding more 

parameters lead to any significant results (De Ayala, 2009).  In this case, the constrained 

compact model will have fewer parameters than the augmented model (i.e. small model 

and large model).  For using this method as a DIF detection method, two different 

subgroups from the same population are compared instead of comparing two models and 

then a 𝜒2test of significance is applied to test if the difference between the parameter 

estimations of both groups is significant (De Ayala, 2009). 

Many studies applied likelihood ratio test statistics to compare between two groups 

for any DIF potential items (Albano & Rodriguez, 2013; Atalay Kabasakal et al., 2014; 

Cohen & Bolt, 2005; Elosua & Wells, 2013; Kim & Yoon, 2011; Stark, Chernyshenko, & 

Drasgow, 2006; Woods & Harpole, 2015).  The likelihood ratio method is the most 

prevalent IRT-based method in the literature because of its power of controlling the Type 

I error. The null hypothesis of the likelihood ratio assumes that the test parameters in the 

reference and the focal groups are invariant.  Kim (2001) compared the DIF results based 
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on the likelihood ratio test to the logistic regression method.  He studied polytomously 

scored responses of European languages students (n = 571) and Asian languages students 

(n = 467) who took the Speaking Proficiency English Assessment Kit (SPEAK), which 

showed that the two detection methods revealed similar results.  Barnes and Wells (2009) 

studied a 4-point Likert scale survey to identify any potential DIF items between gender 

and ethnicity groups using the likelihood ratio as a detection method.  They found that 

seven items out of forty-eight functioned differently between males and females, on the 

other hand, only one item exhibited DIF among the ethnicity groups. 

Other IRT-based models are also used in literature for the polytomously scored 

items.  The most used method is the graded response model (GRM) proposed by 

Samejima (1969).  Many research studies applied the GRM to a polytomous data to 

detect DIF (Elosua & Wells, 2013; Lambert, January, Cress, Epstein, & Cullinan, 2017; 

Wei, Chesnut, Barnard-Brak, Stevens, & Olivárez, 2014; Yau, Wong, Lam, & McGrath, 

2015). 

Budgell, Raju, and Quartetti (1995) compared a French translated version of two 

standardized Canadian Numerical Test (15-item) and Reasoning Test (18-item) with its 

English version to detect DIF items in the translated version.  They applied three IRT-

based methods (signed area, unsigned area, and Lord 𝜒2) and one CTT-based method 

(MH) to detect DIF in a translated assessment instrument.  The other purpose of their 

study was to evaluate using MH as a DIF detection method compared with the three IRT 

methods.  Their finding revealed that there was remarkable consistency in identifying 

DIF using both IRT-based methods and MH. 
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DIF types. DIF items could also be classified as being uniform or nonuniform.  Both 

IRT-base methods and CTT-based methods were used in DIF literature to detect both 

types of DIF. 

Uniform.  Uniform DIF occurs when the magnitude and direction of the DIF item 

favor only one group (usually the reference group) along the theta continuum 

(Swaninathan & Rogers, 1990).  Investigating uniform DIF leads to the ICCs of both 

groups having equal a-parameter (Maller, French, & Zumbo, 2011). 

Nonuniform. Nonuniform DIF occurs when the DIF item favors one group at some 

points at the theta continuum; however, the ICCs of both groups from IRT perceptive 

cross at a certain point at the ability level (Maller, French, & Zumbo, 2011).  Nonuniform 

DIF can exhibit DIF with an interaction between the group membership and the ability 

level which indicates that the differences in the likelihood of the correct response on a 

given item depend on the ability level regardless the group membership (Camilli & 

Shepard, 1994). 

Cheema (2017) investigated the occurrence of uniform and nonuniform DIF in a 

high-stakes assessment between two gender groups from high economic countries 

(OECD countries) and low economic countries (non-OECD countries).  He applied 

binary logistic regression to examine test items from a pool of 50 dichotomously scored 

items.  He found that nonuniform DIF was larger than uniform DIF in the OECD 

countries rather than the non-OECD countries.  Cheema (2017) argued that the economic, 

cultural, social, and political differences between countries contribute to the differences 

between two gender groups. 
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Swaminathan and Rogers (1990) also distinguished between uniform and 

nonuniform DIF using logistic regression in simulated data.  They compared between 

logistic regression and MH methods in their sensitivity of detecting the uniform and 

nonuniform DIF.  Their findings indicated that logistic regression was more accurate in 

detecting both types of DIF.  Another study was conducted by Wiesner, Windle, 

Kanouse, Elliott, and Schuster (2015) to examine only uniform DIF across gender and 

ethnic groups using exploratory factor analysis.  They analyzed data from a predictive 

scale for disorder. 

Gender and Linguistic Background as a Function of Differential Test Performance 

Gender differences in standardized assessment.  Gender is the most studied 

variable in DIF literature.  Among most of the studies conducted DIF analysis, gender 

was either the only (Fidalgo et al., 2018; Wetzel & Hell, 2013; Yalcin, 2018), or one of 

the variables studied as a comparing variable (Hope et al., 2018; Kunnan & Weinstein‐

Shr, 1990; Wiesner et al., 2015).  Many research studies have been devoted to 

investigating gender differences in educational assessments.  Most of these studies found 

that males tend to have advantages over females in the probability of answering test items 

that evaluate the critical thinking and scientific topics (Carlton & Harris, 1992; Kunnan & 

Weinstein‐Shr, 1990).  On the other hand, test items that are designed to measure social 

studies and verbal learning are more likely to favor females over males (Carlton & 

Harris, 1992; Kurt et al., 2014).  Yet, selecting a particular gender as a reference group 

was not well determined in the literature, therefore; in this study the male group was set 

as a reference group for all the gender comparison sets. 
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For a long time, research studies have reported gender differences in standardized 

educational assessments (Kunnan & Weinstein‐Shr, 1990; Murray, Booth, & McKenzie, 

2015).  However, the findings of these studies are not consistent.  Some of them found 

females outperformed males (Aryadoust, 2012; Kan & Bulut, 2014), and others found 

that males outperformed females (Grover & Erickan, 2017; Hamilton, 1999).  Moreover, 

many other DIF studies showed that males have advantages over females on some items 

and have disadvantages on others (Innabi & Dodeen, 2006).  Le (2006) studied gender 

differences, test language, and country of test in an international test for any DIF items.  

For gender variable, his focus was on item focus, context, competency, background 

knowledge, item format and score point.  His findings revealed that males outperformed 

females when the focus of the item was global, when the competency and background 

knowledge were required.  Males also did better than females when the item format was 

multiple choice.  However, items with different score point favored females when the 

score point was 2.  Gender has also been used in most of the methodological and 

validation studies (Breidenbach & French, 2010; Cohen & Bolt, 2005; Zwick & Ercikan, 

1989). 

In addition to studies that provided evidence for gender differences, Reardon et al. 

(2018) studied the relationship between gender achievement gap and test items formats.  

They analyzed data from a standardized math test and a standardized ELA test.  Their 

sample was drawn from 4th grade students (n = 794) and 8th grade students (n = 665) who 

took the ELA test in 47 states.  Math data also contained 4th graders (n = 777) and 8th 

graders (n = 696).  The test items were classified into two categories: constructed-

response items and multiple-choice items.  They found that the gender gap was larger in 
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the ELA test and favored the male group.  Moreover, the multiple-choice test format 

better discriminated between both genders than the constructed-response item format.  

They also argued that almost 25% of the gender gap phenomenon is due to test item 

formats used in the test. 

A longitudinal qualitative case study was conducted by Kanno and Kangas (2014) 

to evaluate the access to advanced college preparation courses for the ELL students in 

high-grade levels.  They reviewed the educational practices at a suburban public high 

school.  They found that ELL students lag behind dramatically during the high-grade 

levels comparing with their non-ELL peers, which impacted their academic achievement 

on standardized tests.  Therefore, studying this particular population may contribute to 

understanding the achievement gap of the ELL students at the college level.  Although 

gender differences have been studied in many researches, no DIF research has been 

conducted to examine gender difference within and cross two subgroups in the same 

population. 

Linguistic background. Many scientific studies which have been conducted to 

investigate DIF with linguistically and/or culturally diverse groups claimed that first 

language interference could be a possible reason for exhibiting DIF in some items of the 

test (Akour, Sabah, & Hammouri, 2015; Aryadoust, 2012; Barnes & Wells, 2009; Ismail 

& Koch, 2012; Wei et al., 2014).  These studies used different statistical procedures to 

examine the DIF items in a given test.  Using a confirmatory approach, Abbott (2007) 

studied an English version reading subtest of the Canadian Language Benchmarks 

Assessment (CLBA).  The advantage of this approach is that it can be used to study 

individual test items and groups of items (Roussos & Stout, 1996).  He studied binary 
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reading strategy used in second language scheme.  This strategy is known as bottom-up 

and top-down strategy.  Abbott (2007) compared two groups of non-English-speaker 

examinees, who were Arabic native speakers (n = 250) and Mandarin native speakers (n 

= 250).  He analyzed each test item using SIBTEST based on the bottom-up and top-

down reading strategy.  Roughly 53% of the test items exhibited moderate to large DIF 

favored the Arabic speakers on some items and the Mandarin speakers on other items.  

His main findings were that there was a systematic difference between the two studied 

groups, which indicated that first language and culture affected students’ performance on 

the second language test. 

Elder (1996) applied the MH odd ratio procedure to investigate the first language 

impact on reading and listening standardized English test and whether there were any 

DIF items in the test.  His sample consisted of Chinese (n = 1,176), Italian (n = 4,463), 

and Modern Greek (n = 1,224) speakers.  Each group in his sample was divided into two 

groups; background speaker (BS) who speak their native language at home, and non-

background speakers (NBS) who less likely speak their native language at home.  Elder 

(1996) then compared BS versus NBS for each language group at three levels of 

proficiency.  He found out that students with first language exposure performed better 

than those who speak English at home. 

Koo et al. (2014) examined DIF patterns between ELL and non-ELL students in 

third and eighth grades.  They analyzed high-stakes reading assessment data from Florida 

Comprehension Achievement Test (FCAT) in third (n = 173,737) and eighth grades (n = 

160,391).  The instrument measures four major reading comprehension areas; phrase-in-

context, main idea, cause and effect, and evaluation.  They found that third grade ELL 
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students outperformed the non-ELL group in phrase-in-context test items.  On the other 

hand, non-ELL students outperformed the ELL students in evaluation skills in eighth 

grade.  Many other research studies investigated DIF in psychological assessments 

(Lambert et al., 2018), math and science assessments (Wei et al., 2014) to detect DIF 

among ELL samples.  However, the results were not consistent.  DIF detection studies 

used data from non-educational measurements not always revealed measurement 

invariance between compared groups. 

The current study is focusing on studying DIF using data from educational high-

stakes testing from 7th grade.  Chae, Kim, and Han (2012) studied test items from a high-

stakes assessment to evaluate DIF across five accommodated test forms (no 

accommodation, behavior accommodation, English audio accommodation, foreign 

language accommodation, and scribe accommodation).  Their sample consisted of 

students from 3rd grade (n = 129,321), 5th grade (n = 127,840), and 7th grade (n = 

133,444).  Their results revealed that DIF was exhibited across groups and grades; 

however, the lower-grade level had more DIF than the higher-grade level.  Therefore, 

examining DIF in high-level grades may lead to some insight into the response behavior 

among these students in terms of other variables. 

Conclusion  

 Recently examining the high-stakes tests’ outcomes using DIF has become a 

prominent topic.  However, most of the DIF studies compared between two subgroups of 

examinees.  This study contributed to the field of DIF by extended the analysis to break 

down the gender and linguistic background groups into smaller groups.  This purpose was 

achieved by examining gender within each linguistic background groups and cross both 
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linguistic background groups.  This chapter provided a review of the DIF literature in the 

light of high-stakes educational tests.  In addition, findings from other related studies that 

support the research questions of this study were discussed and reviewed. 
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CHAPTER III: METHOD 

 The primary purpose of this study was to examine any potential DIF items in a 

high-stakes educational test and whether the gender and ELL status impact the result of 

DIF.  To achieve this goal, two DIF detection methods were applied on six set of 

comparisons.  Therefore, this chapter presented the methodology that was employed to 

answer the research questions.  The chapter was organized into three sections: selection 

of the participants of the study, the material and how data were obtained, and the 

procedure of data analysis. 

Participants 

A commercial testing company provided the original data.  The participants of the 

present study were selected from the original sample of 35,800 students who took a 

version of the standardized English Language and Art (ELA) test at the beginning of the 

2014-2015 academic year from 11 states.  However, due to missing data on various 

demographics and test scores from the original data, only 12,658 students were included 

for further analysis. The sample of the study included 8,466 Caucasian (66.9 %), 1,802 

African American (14.2 %), 335 Asian (2.6 %), 580 American Indian (4.6 %), 147 

Hispanic (1.2 %) and 529 multi-ethnic (4.2 %) groups.  All students’ data in the analysis 

were only from 7th grade students. 

For the purpose of the study, the participant was first divided into two groups: 

male reference group (n = 5705) and female focal group (n = 5603), and non-ELL 

reference group (n = 11,310) and ELL focal group (n = 1,348).  Then six sets of 

comparisons were implemented with equal number of examinees in each group, (1) male 

(n = 316) and female (n = 316), (2) male non-ELL (n = 340) and male ELL(n = 340), (3) 
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female non-ELL (n = 502) and female ELL (n = 502), (4) non-ELL (n = 280) and ELL (n 

= 280), (5) male ELL (n = 402) and female ELL (n = 402),  and (6) male non-ELL (n = 

831) and female non-ELL (n = 831).  The sample size for each set of analysis was 

selected according to the Educational Testing Service (ETS) guideline.  The minimum 

sample size as recommended by the ETS is at least 200 for the focal group and at least 

500 for the reference group (Zwick, 2012).  Therefore, the number of students was 

selected randomly from the pool of 12,658 for each comparison set, and they were 

matched on their total raw scores. 

Materials 

Item-level data were utilized from an archival benchmark standardized English 

Language Art assessment (form A) previously administered to measure students’ 

language proficiency.  The measure was designed to align with CCSS.  The measure 

consisted of thirty-four dichotomously scored items.  All test items were included for 

analysis in this study. 

According to the CCSS guidelines, this standardized test is designed to measure 

students’ proficiency in reading (informational text and literature) and English language 

arts (Language and writing) skills.  Because of copyright limitations, a detailed 

description of the test items and examples could not be released.  Additionally, test items 

were designed to match the seventh-grade level of difficulty.  Table 3.1 illustrated the 

skills that were measured in the CCSS test and the number of items assigned for each 

area.  They fell into two categories: English language arts and reading.  Each category is 

designed to measure two areas. English language arts category has two subject areas 

which are language and writing.  Reading category has also two subject areas which are 
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informational text and literature.  Eighteen items measured the reading skill: context 

clues, explicit details, text structure, main idea, compare/ contrast historical fiction to 

reality, theme/ summarize, point of view, story elements, use multiple sources, and 

meaning of words.  The remaining sixteen items measured English language art: word 

meaning, convey information clearly, capitalization/ punctuation/ spelling, plan/ revise/ 

edit, organize text, write narratives, arguments, conduct research, figurative language/ 

nuance, specialized vocabulary, and gather information. 

Table 3.1 

Item categories based on CCSS 

 area standard # of items 

ELA Language Word meaning  

Capitalization/ punctuation/ spelling  

figurative language/nuance  

specialized vocabulary 

3 

1 

1 

1 

 Writing 

 

Convey information clearly  

plan/ revise/ edit 

Organize text  

write narratives  

Arguments  

Conduct research  

gather information 

1 

4 

1 

1 

1 

1 

1 

Reading  Informational 

text  

Context clue 

Main Idea 

Meaning of words  

Explicit details 

use multiple  

sources Text 

3 

2 

1 

2 

1 

1 

 Literature  theme/ summarize 

story elements 

point of view 

context clues 

text structure 

compare/ contrast historical fiction to reality 

2 

1 

2 

1 

1 

1 

Total    34 
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 The standardized test was administered at the students’ schools, then scored by 

the testing company.  The students’ identities and any other personal information were 

not included at any stage of the study.  Neither the testing company nor participants were 

compensated for their participation in this study. 

Procedures 

Descriptive statistics were obtained for the whole sample and for each comparison 

set in the analysis using SPSS software.  The item responses included in each set were 

chosen from a pool of examinees (n = 12,658).  The data of this study were subject to 

CTT and IRT analysis using Xcalibre software 4.1 version.  DIF analysis was conducted 

using Xcalibre software 4.1 version.  The reliability of the measure was also calculated 

using Cronbach’s coefficient .  For the purpose of this study, reference groups and focal 

groups for each comparison set were matched on their ability level.  Then the assumption 

of dimensionality was checked.  After that the CTT and IRT analysis were implemented.  

Finally, DIF analysis was conducted for each comparison set. 

Matching criterion.  In distinguishing between DIF and the real group 

differences, matching criterion was proposed by Holland and Thayer (1988).  The 

implication of using the matching criterion is to assure that both groups have equal ability 

distributions and that the difference in item responses should be resulted from bias items 

or other factors rather than their ability levels.  Methodologically, matching criterion 

works as the internal analysis for any potential DIF items (Camilli & Shepard, 1994).  

For the purpose of this study, the matching variable was the total raw score of the ELA 

test.  Equal number of examinees were selected randomly for the reference group and the 

focal group from each total raw score.  This process was repeated for each comparison 
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set.  The ability level which was estimated from the total raw scores was used for the 

parametric IRT analysis.  The Xcalibre software 4.1.8 was used to estimate the ability 

level for the IRT analysis. 

Dimensionality.  The unidimensionality assumption is prerequisite for IRT DIF 

analysis. There are many methods used in literature to test the unidimensionality of the 

given scale.  However, in this study, unidimensionality was assessed using exploratory 

factor analysis (EFA), eigenvalue ratio, and scree plot.  The EFA was implemented in 

order to ensure that there was one dominant factor explains most of the variances in the 

model (Hambleton et al., 1991).  Eigenvalue ratio between the first factor to the second 

one was checked as well.  To obtain the eigenvalue ratio, Lord’ criteria of the difference 

between the first and second eigenvalues divided by the difference between the second 

and third eigenvalues was applied (Lord, 1980).  The larger the value obtained from this 

calculation, the more accurate the claim to meet the unidimensionality assumption.  Also, 

unidimensionality of the measure was checked visually by using scree plot test 

(Hambleton & Swaminathan, 1985).  Unidimensionality is also implicitly required for 

CTT analysis; therefore, checking this assumption was obtained for the analysis of both 

methods. 

Model-fit analysis.  In any application of the IRT model, testing the model fit is 

very important to check if the selected IRT model is valid for further analysis.  The misfit 

between the data and the selected IRT model may lead to invalid parameter estimates 

(Fan, 1998).  Theoretically, the 3PL model usually shows better model fit than the 1PL 

model and the 2PL model when data are dichotomously scored; however, the three 

models were tested for the fit to data and the results were compared.  The appropriate 
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IRT model that adequately represented the observed data was selected for data analysis 

based on the likelihood ratio test statistics 𝐺2.  Because the underlying model was chosen 

based on IRT, three IRT models (1-plm, 2-plm, and 3-plm) were tested to obtain 

evidence supporting model-data fit.  The 𝐺2 is a fit index that is used to check how well 

the selected IRT model fits the response data.  In theory, fitting an IRT model to a given 

data means that the underlying latent construct explains all the covariance among the test 

items (Steinberg & Thissen, 2006).  The likelihood ratio test for model comparison was 

calculated using the following equation: 

G2 =  −2 𝐼𝑛(𝐿𝑅) − (−2 𝐼𝑛(𝐿𝐹)) =  𝐺𝑅
2 −  𝐺𝐹

2,                    (6) 

where 𝐿𝑅 is the maximum likelihood of the reduced model and 𝐿𝐹 is the maximum 

likelihood of the full model.  Then the relative improvement in the proportion of 

variability accounted for by one model over the other was assessed using 𝑅∆
2, which can 

be obtained from the following equation: 

𝑅∆
2 =  

(𝐺𝑅
2− 𝐺𝐹

2)

𝐺𝑅
2               (7) 

DIF analysis.  Typically, DIF analysis is based on a comparison between two 

groups; the reference group or the group to which it is compared, and the focal group or 

the group of primary interest.  In this study, there were a focal group and a reference 

group for each set of DIF analysis.  For gender comparisons, male was set as the 

reference group and female was the focal group.  Whereas, in the linguistic background 

comparisons, non-ELL students were set as the reference group and the ELL students 
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were set as the focal group.  In order to answer the research questions, six sets of DIF 

analysis was conducted. The first set identified gender-related DIF regardless their 

linguistic background (male vs. female). The second set examined the male group 

between non-ELL and ELL groups (males non-ELL vs. males ELL).  The third set 

examined the female group between non-ELL and ELL groups (females non-ELL vs. 

females ELL).  The fourth set examined DIF between non-ELL and ELL groups after 

matching them on their ability level (non-ELL vs. ELL) regardless their gender.  The fifth 

set investigated gender-related DIF within ELL group (males ELL vs. females ELL).  

Finally, the sixth set examined gender-related DIF within non-ELL group (males non-

ELL vs. females non-ELL). 

For each set of the DIF analysis, two DIF detection methods were used to 

compare between-group and within-group for any potential DIF items. One method was 

chosen based on CTT (the MH procedure), and the other method was chosen based on 

IRT (the likelihood ratio statistics).  In the next section, the implementation and the 

underlying equations used in the analysis for each method was discussed in detail 

followed by how the DIF magnitude or the effect size was calculated for each DIF 

method. 

Mantel-Haenszel procedure.  The MH procedure was used for the data analysis 

because it has been applied commonly in the literature of DIF.  The MH procedure was 

calculated using Xcalibre version 4.1.8 software.  The coefficient is a weighted average 

of the odds ratios for each level of .  If the odds ratio is less than 1, then the item is more 

likely to favor the reference group than the focal group.  Similarly, if the value of odds 

ratio is greater than 1, then the item favors the focal group.  For each set of comparison, 
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the response matrix was calibrated after matching the examinees on their ability level 

using the following equation: 

𝛼𝑘 =  
𝐶𝑅𝐾

 𝐼𝐹𝐾

𝐶𝐹𝐾
 𝐼𝑅𝐾

 ,                            (8) 

where C and I are the correct and incorrect responses, respectively.  The R denotes to the 

reference group and F denote to the focal group.  However, the MH procedure is not 

sensitive to the nonuniform DIF, therefore; nonuniform DIF items could not be identified 

using this method.  Holland and Thayer (1988) proposed measuring the amount of DIF or 

DIF effect size in a delta scale as suggested by the Educational Testing Service. 

Likelihood ratio statistics.  Likelihood ratio was implemented using Xcalibre 

version 4.1.8 software for parameter estimations.  After fitting an IRT model to the data, 

parameters were estimated for each item in the test for both groups while keeping the 

parameters of the rest of the items constrained to be equal across two groups (DIF 

model).  Next step was to fit the same IRT model to both groups while all item 

parameters were constrained for both groups including the studied item (no-DIF model).  

The last step in implementing likelihood ratio was to calculate the TSW-𝐺2: 

TSW-G2 = G2
2 − G1

2,                (9) 

where 𝐺2
2 is the no-DIF model and 𝐺1

2  is the DIF model.  The likelihood ratio is similar 

to 𝜒2 distribution with degree of freedom equals to the difference in the number of 

parameters estimated in the two models.  In this study, the parameter estimates for all 34 

items in the no-DIF model were constrained to be equal for both the reference and focal 
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groups.  In the DIF model, all item parameters were set to be equal for both groups 

except for the studied item.  The constrained items were referred to as anchor items 

during the data analysis.  For example, item 1 was unconstrained in the reference and 

focal groups while item 2 through 34 were set as anchor items.  The same step was 

repeated for all the 34 test items.  Therefore, in this study, there were six DIF analyses.  

Each analysis had one no-DIF model calibration run and 34 DIF model run, which leaded 

to a total of 35 calibration runs for each set of the analysis to estimate the likelihood ratio 

statistics.  For the six pairs of reference and focal groups, 210 separate model calibration 

runs were needed.  The last step was to compare the likelihood ratio statistics of the no-

DIF model with all the 34 DIF models for each set of analysis.  The item parameters were 

estimated for the reference and the focal groups separately.  For each studied item, the 

item parameters were estimated for both reference group and focal group separately.  

Camilli and Shepard (1994) suggested 7 steps to examine DIF for likelihood ratio 

statistics.  They suggested creating two items from the studied item, one for the reference 

group and the other for the focal group.  Therefore, a response matrix was created for 

each studied item in all the comparison sets where the reference and focal groups had 

different column for the same item. 

Calculating the DIF effect size.  Effect size or the direction of the DIF was 

calculated using the natural logarithm of the odds ratio divided by its standard error 

which transforms the value into a standardized matrix.  As recommended by the ETS, 

DIF is classified into six categories: A category which refers to a negligible DIF favoring 

the focal group, B category which refers to a intermediate DIF favoring the focal group, 

C category which refers to a large DIF favoring the focal group, – A category which 
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refers to a negligible DIF favoring the reference group, – B category which refers to a 

intermediate DIF favoring the reference group, and – C category which refers to a large 

DIF favoring the reference group.  In terms of the MH procedure, the magnitude of DIF 

is classified as negligible or A category if |∆𝑀𝐻| < 1, moderate or B category if 1 ≤

|∆𝑀𝐻| > 1.5, and large or C category if |∆𝑀𝐻| ≥ 1.5.  The MH D-DIF is obtained from 

the following index: 

MH D-DIF = - 2.35 In (𝛼̂𝑀𝐻)    (10) 

In the likelihood ratio, effect size was calculated using Cohen’s 𝐺2 statistics in 

which the negligible level A is obtained if 3.84 < 𝐺2 < 19.4, the moderate level B is 

obtained if 9.4 < 𝐺2 < 41.9, and large level C is obtained if 𝐺2 > 41.9 when α = .05.  It 

also considers the negative sign as an opposite direction of the DIF item, which means 

that the item favors the focal group. 

This chapter stated the methodology of how the data would be analyzed and 

interpreted.  The septs of analyzing the data were clarified.  First, the sample size was 

chosen for each set of analysis from a pool of 7th grade students who took a high-stakes 

standardized test based on CCSS.  Second, descriptive statistics were obtained for the 

whole test and for each set of comparison to check how representative the sample was.  

Third, the assumptions required for CTT and IRT analysis such as unidimensionality and 

matching criteria were examined before conducting any further analysis.  The last step 

was to conduct the DIF analysis based on the CTT and IRT methods.  Also, the 

underlying equations were listed and clarified.  The results obtained from this analysis 

were represented in detail in the following chapter. 
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Chapter IV: Results 

Introduction  

As the world is moving fast toward development in all domains, education is 

always considered as one of the most significant indicators for the growth of any society.  

Evaluating the quality of education goes through several steps one of these steps is to 

evaluate the educational outcomes.  As Tanner (2001) stated educational tests are the tool 

that educators and policy makers use to evaluate and understand the teaching and 

learning processes.  Therefore, the importance of the educational assessment cannot be 

ignored. 

This study was designed to investigate gender-related DIF, linguistic background 

DIF, and gender-DIF cross and within different linguistic background groups using data 

from a high-stakes test based on CCSS.  The data were analyzed by implementing two 

different DIF detection methods to check the consistency of the results between these two 

methods.  For the purpose of this quantitative study, data were first analyzed to evaluate 

the general psychometric properties of the test items.  Then two different psychometric 

methods were used to detect DIF.  One is based on CTT (the MH procedure) and the 

other one is based on IRT (likelihood ratio statistics).  Therefore, this chapter presented a 

detailed report of the data analysis for the stated research questions.  The descriptive 

statistics were first reported followed by checking the unidimensionality assumption and 

the model-fit statistics.  The MH procedure for detecting DIF was reported, then IRT-

likelihood ratio statistics for examining DIF was reported.  The last section of this chapter 

summarized the overall results from this study through the lens of literacy and 

psychometrics. 
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Descriptive Statistics 

As indicated in Table 4.1, a summary of the descriptive statistics presented the 

characteristics of the subgroups used in the analysis.  The mean and standard deviation 

(SD) of the test for all gender groups, male cross non-ELL and ELL groups, female cross 

non-ELL and ELL groups, ELL status, ELL-gender, and non-ELL gender are listed, 

respectively.  It is clear that the mean was high in the gender group and the non-ELL 

students.  When ELL students were included in estimating the average total score, the 

average score dropped. 

Table 4. 1 

Descriptive statistics for each set of DIF analysis  

The set of analysis reference and focal 

groups 

N M SD  

gender groups male 316 18.37 9.18 .93 

 female 316    

male cross non-ELL 

and ELL groups 

non-ELL 

ELL 

340 

340 

15.54 7.05 .86 

female cross non-ELL 

and ELL groups 

non-ELL 

ELL 

502 

502 

15.93 6.70 .85 

ELL status non-ELL 280 17.07 8.23 .91 

 ELL 280    

ELL -gender male 402 15.48 6.47 .83 

 female 402    

non-ELL-gender male 831 18.93 8.37 .91 

 female 831    



53 

 

The reliability coefficient for the whole test and all subgroups was checked using 

the Cronbach’s alpha coefficient.  The results showed that   = .73 for the whole test and 

above  = .80 for subgroups, which indicated that the items are consistently measuring 

the same construct.  The  was considered acceptable comparing with many 

commercially available tests in which  is roughly .90. 

Dimensionality  

Whereas there are a number of approaches that are used to assess the 

dimensionality assumption, there is no clear cutoff point to determine the number of 

factors that should be retained (Yau et al., 2015).  However, there is a sufficient 

consensus among researchers to use eigenvalue ratio as an indicator for 

unidimensionality.  The unidimensionality assumption of the test was obtained by 

applying EFA.  The results revealed that the percentage of variance explained by the first 

factor was 18.14 %, and the variance explained by the second factor was 3.88 %.  The 

first eigenvalue was 6.17, the second eigenvalue was 1.32, and the third eigenvalue was 

1.04.  The ratio of the first eigenvalue to the second one was 17.32, which indicated that 

the eigenvalue of the first factor is larger enough than the next two eigenvalues.  In 

addition, the inspection of the scree plot was checked visually to confirm the 

unidimensionality of the test.  This method is usually used to evaluate the 

unidimensionality assumption by checking if the drop between the first and second 

eigenvalues is trailed off like the scree at the foot of a mountain, which indicates that the 

eigenvalues before the drop represent the number of dominant factors (DeMars, 2010).  

Figure 4.1 showed the graphed eigenvalues which represented a big drop between the 
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first and second eigenvalues. Therefore, the results of the EFA analysis suggested that the 

unidimensionality assumption appeared to be met across the whole test. 

Figure 4. 1  the scree plot for the eigenvalues of the factors which clearly starts from the 

second eigenvalue. 

CTT Analysis 

 The psychometric properties were evaluated based on CTT.  The P value or the 

difficulty parameter was measured by calculating the proportion of examinees who 

answered the item correctly.  The P values range from 1.0 to 0.0.  The values close to 1.0 

are indicative of an easy item.  In addition, the item point-biserial correlation with total 

score or the classical discrimination parameter was calculated.  The value of the classical 

discrimination parameter ranges from – 1.0 to 1.0.  However, for dichotomously scored 

items, it is very rare to obtain values above 0.50 (Camilli & Shepard, 1994).  A positive 
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high value represents a better item to differentiate between examinees.  Table 4.2 

summarized the values of both parameters as estimated by the CTT.  The results showed 

that the classical item difficulty parameters were ranged from easy to moderate.  Item 19 

was the most difficult item with P = 0.85, and item 5 was the easiest with P = 0.28.  

Whereas, the classical item discrimination parameters showed a relatively good 

discrimination strength to differentiate between high-ability examinees and low-ability 

examinees.  Item 3 showed the strongest discrimination ability comparing with all the 

other items in the test r = 0.49, while item 19 had the lowest value, r = 0.15. 

IRT Analysis 

In order to conduct IRT analysis, first we had to choose from the three logistic 

IRT models the best model that fits our data.  The model comparison revealed a 

significant improvement in fit by the 2plm over the 1plm, 𝐺2(34) = 12,641.92.  An 

analogous comparison between the 2plm and the 3plm showed also a significantly 

improvement in the overall fit between the two models, 𝐺2 (34) = 1,875.85.  The 𝑅∆
2 

statistics indicated that 2plm resulted in 2.6% improvement in fit over the 1plm.  In 

addition, the 𝑅∆
2 between the 2plm and 3plm showed that the 3plm resulted in about 0.4% 

improvement in the model fit.  In general, more complex models tend to fit the data better 

than less parameter models.  The above analysis revealed that 3plm was the best model fit 

the data.  Therefore, 3plm IRT was chosen as the model for the data analysis in this 

study.  Data were calibrated to estimate IRT item parameters based on the 3plm-IRT.  

Item parameters a, b, and c were estimated.  Typically, a-parameter values less than 0.5 

are considered low and the item does not differentiate strongly between examinees.  As 

represented in Table 3, all a-parameters showed good ability to discriminate between 
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high ability and low ability examinees.  Item 32 had the larger value which indicated that 

it differentiated very well between ability levels.  Whereas, item 22 had the least 

discrimination ability comparing with all test items.  The b-parameter values showed in 

Table 4.2 indicated that most of the test items showed moderate level of difficulty.  

However, the values of items 19 and item 27 exceeded 2.0, which indicated that these 

two items were difficult, while item 8 was the easiest. 

Table 4. 2 

CTT and IRT parameter estimations for the whole test  

 CTT  IRT 

Item # P value Pearson point-

biserial correlation 

 a b c 

1 0.8405 0.3471  0.8066 -1.4749 0.2068 

2 0.6477 0.2899  0.4884 -0.3238 0.2208 

3 0.5911 0.4936  1.1094 -0.0376 0.1871 

4 0.7816 0.3836  0.8357 -1.0069 0.2255 

5 0.8539 0.363  0.9414 -1.4884 0.1967 

6 0.5484 0.3381  0.6182 0.3184 0.2139 

7 0.6548 0.3358  0.5877 -0.3722 0.2096 

8 0.5818 0.3574  0.6006 -0.0176 0.176 

9 0.377 0.2747  0.777 1.4014 0.2207 

10 0.5273 0.3208  0.5438 0.3719 0.1844 

11 0.5118 0.4581  1.0403 0.3514 0.1926 

12 0.7806 0.3161  0.5811 -1.3093 0.1884 

13 0.577 0.3859  0.6935 0.0237 0.1816 

14 0.7237 0.4811  1.1495 -0.6612 0.1818 

15 0.5755 0.4517  0.8324 -0.0699 0.1459 

16 0.6912 0.4033  0.7679 -0.5561 0.1983 

17 0.3449 0.2876  1.0086 1.4216 0.2131 

18 0.475 0.367  0.7347 0.623 0.1904 

19 0.2836 0.1543  1.0256 2.0974 0.2222 

20 0.4918 0.3755  0.7992 0.5769 0.2107 

21 0.442 0.4213  0.9161 0.6618 0.1718 
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 CTT  IRT 

Item # P value Pearson point-

biserial correlation 

 a b c 

22 0.4844 0.2635  0.4135 0.6996 0.1623 

23 0.4804 0.3794  0.7411 0.5589 0.1827 

24 0.5406 0.4187  0.7803 0.191 0.1747 

25 0.3608 0.2767  0.8592 1.4474 0.2195 

26 0.3224 0.371  1.1135 1.203 0.1584 

27 0.3356 0.1761  0.7732 2.0284 0.2471 

28 0.5319 0.4303  1.0222 0.3635 0.2274 

29 0.4185 0.3354  0.615 0.9114 0.1564 

30 0.3764 0.4086  1.0075 0.93 0.1585 

31 0.4895 0.4714  1.0672 0.4087 0.1778 

32 0.4327 0.3371  1.1763 1.0351 0.2653 

33 0.3915 0.3274  0.8956 1.1277 0.2079 

34 0.5573 0.3802  0.7419 0.2462 0.218 

DIF analysis 

 The study was designed to examine DIF between different groups and through 

two different methods: the CTT-based MH procedure and IRT-based likelihood ratio.  

The DIF analysis was also carried out in six sets: (1) gender groups (male vs. female), (2) 

male cross non-ELL and ELL groups (male non-ELL vs. male ELL), (3) female cross 

non-ELL and ELL groups (female non-ELL vs. female ELL), (4) ELL status (non-ELL 

vs. ELL), (5) gender within non-ELL group (male non-ELL vs. female non-ELL), and (6) 

gender within ELL groups (male ELL vs. female ELL.)  The last step was to compare the 

consistency of the results obtained from both DIF detection methods.  DIF results for 

each set of analysis were discussed in detail in the following sections for each detection 

method. 
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The MH procedure.  Using the MH technique, the 𝑋2 values were obtained from 

the Xcalibre software 4.1.8 to identify which items functioning differently in all the six 

sets.  According to the MH analysis, all the subgroups analysis revealed non-significant 

DIF between groups except the gender analysis within the non-ELL group.  Only item 15 

was flagged as bias against male group of non-ELL students (see Table 2), which 

indicated that less than 3 % of the test items contained DIF.  The DIF effect size analysis 

revealed that item 15 favored females over males with two standard units in difference 

∆𝑀𝐻 = - 2.01, which is considered as large DIF or category - C DIF.  Negative sign 

indicates that the item favors the focal group which is the female group in this study.  

This means that females were about 2 times more likely to answer the item correctly than 

males.  Based on the CCSS categories, item 15 evaluates students’ writing ability in 

organizing the written text.  In this version of the test, item 15 was the only item in the 

test which was designed to measure the organizing texts under the writing category. 

IRT-likelihood ratio.  IRT-likelihood ratio statistics was distributed as 𝑋2 with 

12 degree of freedom.  For all the 34 items examined for DIF in all sets of the analysis, 

DIF was exhibited in only four sets of the analysis.  The direction of DIF varied in all the 

comparison sets with DIF items.  Some items favored the reference group and other 

favored the focal groups.  DIF was designated in 6 items which presented about 17.6 % 

of the test items.  Based on Cohen’s 𝐺2 statistics, the values of likelihood ratio presented 

moderate, and negligible magnitude level of DIF.  The results of DIF analysis were 

discussed in detail for each set of analysis in the following sections.  See Table 4.3 for 

summary of the DIF results obtained from the IRT-likelihood ratio. 
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Table 4. 3  

DIF results for all six comparison sets of analysis using likelihood ratio. 

 item 𝐺2 Against  Effect size 

Gender groups No DIF    

male cross non-ELL and 

ELL groups 

15 

 

-30.96 

 

ELL moderate 

Female cross non-ELL and 

ELL groups 

No DIF    

ELL status 26 22.86 ELL moderate 

ELL -gender 26 26.88 female moderate 

 30 23.74 female moderate 

non-ELL-gender 2 -22.61 male moderate 

 3 -44.63 male severe  

 14 -37 male moderate 

 15 -36.70 male moderate 
P = .05 

Gender groups (male vs. female).  The general comparison between male and 

female students revealed no DIF, which was consistent with the MH procedure results.  

There was no difference between the performance of males and females regardless their 

linguistic background. 

Male cross non-ELL and ELL groups (male non-ELL vs. male ELL).  The 

comparison between the same gender (e.g., male) cross two different linguistic 

background groups showed one DIF item (item 15).  This item favored the non-ELL 

students over the ELL.  Item 15 was designed to measure the ability of organizing a text 

under the writing category, and DIF effect size was moderate.  Figure 4.2A showed the 

response pattern of male ELL in answering item 15.  While Figure 4.2B represented the 

response pattern of the male non-ELL students in answering the same item.  Table 4.4 

displayed item parameter estimations for both male non-ELL and male ELL students 



60 

 

which indicated that there were slight differences in the discrimination parameter and the 

difficulty parameter between both groups. 

 

Figure 4. 2 Item response function for male cross non-ELL and ELL groups. 

Note. The black line represented the studied IRF of the male ELL students, while the red 

line represented the fit line. 

Female cross non-ELL and ELL groups (female non-ELL vs. female ELL).  In 

the comparison between female non-ELL and female ELL students, there were no DIF 

items.  Female students from both linguistic groups had the same responses pattern to all 

the test items, which indicated that female students seemed to respond equally to all the 

test items. 

ELL status (Non-ELL vs. ELL).  DIF analysis between two different linguistic 

background students showed only one DIF item (item 26) favoring the non-ELL students.  

Based on the CCSS manual, item 26 was designed to measure how 7th grade students can 

contrast and compare fictional portrayal to reality and how authors used history in their 
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work.  Table 4.4 represented the item parameters for item 26 of non-ELL and ELL 

students.  Figure 4.3 displayed the ICC for both groups. 

 

Figure 4. 3 Item response function for ELL status. 

Note. The black line represented the studied IRF, while the red line represented the fit 

line 

ELL -gender (Male ELL vs. Female ELL).  Two  DIF items (item 26 and item 

30) were detected in this comparison.  Item 26 was designed to measure “compare and 

contrast historic fiction to reality under literature category”, whereas item 30 was 

designed to measure students’ proficiency of eliciting information from a written text by 

analyzing the main ideas.  Both items favored male students over female students.  Figure 

4.4A illustrated the ICC for the DIF item of the female group, on the other hand, Figure 

4.4B displayed the ICC for the male students.  Also, Table 4.4 represented the item 

parameter estimations for male and female students for both DIF items. 
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Figure 4. 4 Item response function for gender within ELL group. 

Note. The black line represented the studied IRF, while the red line represented the fit 

line 

Non-ELL -gender (male non-ELL vs. female non-ELL).  There were four 

gender DIF items among the non-ELL students (items 2, 3, 14, and 15).  All of them 

favored female students over male students.  This set of comparison revealed more DIF 

items than other sets. 
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Figure 4. 5 Item response function for gender within non-ELL group. 

Note. The black line represented the studied IRF, while the red line represented the fit 

line. 
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Based on the CCSS manual, items 2 and 3 were designed to measure word 

meaning, item 14 was designed to measure plan, revise and edit, and item 15 was 

designed to measure organize text.  Items 2 and 3 was classified under the language 

category.  While items 14 and 15 were under the writing category.  As illustrated in 

Figure 4.5As, the female ICCs were demonstrated, while Figure 4Bs displayed the male 

ICCs for the DIF items.   

Table 4. 4 

parameter estimations for references groups and focal groups in each comparison set  

Comparison set  a b c 

Male cross non-ELL and ELL groups 

Item 15 

 

non-ELL 

ELL 

 

1.100 

0.950 

 

0.346 

0.745 

 

0.190 

0.210  

ELL status  

Item 26 

 

Non-ELL 

ELL 

 

1.298 

1.275 

 

1.209 

1.277 

 

0.240 

0.252 

ELL-gender 

Item 26 

 

Item 30 

 

male  

female 

male 

female 

 

1.298 

1.275 

1.289 

1.140 

 

1.209 

1.277 

1.271 

1.340 

 

0.240 

0.252 

0.246 

0.266 

Non-ELL gender 

Item 2 

 

Item 3  

 

Item 14  

 

Item 15 

 

 

male 

female 

male 

female  

male  

female  

male 

female 

 

0.773 

0.677 

1.197 

1.231 

1.362 

1.266 

1.058 

1.064 

 

-0.278 

-0.044 

0.362 

0.020 

0.133 

0.410 

0.450 

0.005 

 

0.244 

0.248 

0.229 

0.215 

0.217 

0.234 

0.189 

0.225 

As it is depicted in the above figures, the IRF or ICC for each DIF item exhibited 

nonuniform DIF except for item 15 in the sixth comparison.  To get more information of 
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the differences between groups, item parameters were estimated separately. Table 4.4 

summarized the 3PL model item parameters for each comparison set with DIF items.  As 

we can see, the item difficulty parameters of the disadvantaged groups are larger than the 

advantaged groups in each comparison set. 

The Agreement between MH Procedure and Likelihood Ratio 

In order to inspect consistency between the CTT-MH procedure and IRT-

likelihood ratio results, the percentage of pairwise agreement was calculated.  Although, 

both methods agreed upon only one item, the percentage of agreement was about 16.7 %.  

There were discrepancies between the two DIF analyses results.  The agreement between 

the MH procedure and likelihood ratio was only upon one item (item 15), which was the 

only item flagged in the MH analysis.  Likelihood ratio revealed more DIF items than the 

MH procedure.  Moreover, the DIF analysis using likelihood ratio showed DIF in four 

comparison sets out of six, whereas MH procedure flagged only one item in one 

comparison set. 

Summary 

In this chapter, an introduction was given to highlight the purpose of the study.  After 

data were analyzed using two different DIF detection methods, MH procedure and IRT-

likelihood ratio, the results were reported in detail.  Six sets of comparison were applied.  

Then the DIF results were compared between the both detection methods for any 

agreement.  Although the agreement was upon one item, this item was the only one 

flagged by applying the MH procedure.  IRT-likelihood ratio analysis revealed more DIF 

items cross most of comparison sets.  The impact of gender on the non-ELL and ELL 
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groups were clear in the results obtained from this study.  The results of this study were 

discussed in detail in the next chapter in the light of the research questions. 
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CHAPTER V: DISCUSSION 

Introduction  

Evaluating the psychometric properties of test items and the examinees’ responses 

should be an essential step of developing a new measure and/or adopting an existing one.  

In the psychometric realm, there are many methods and approaches used for examining 

and evaluating these properties.  The most commonly applied methods are CTT and IRT.  

CTT represents the traditional psychometric method whereas IRT is considered as a 

relatively new method.  Each method has advantages and disadvantages that make it 

preferable by many researchers.  Despite the weak theoretical assumptions underline the 

CTT, it is a reasonably simple method to apply and to interpret.  Unlike CTT, IRT is 

based on very strong assumptions that can be falsified or proven (Fan, 1998).  Under 

CTT and IRT, there are many other psychometric applications that can be applied to 

conduct further analysis.  One of these applications is the DIF analysis.  DIF is detected 

when items on a given test do not function equivalently between two or more subgroups 

driven from the same population after matching them on their ability level (Angoff, 

1993).  In this study, DIF analysis was applied under CTT and IRT to examine a high-

stakes test for any DIF items between two gender groups, gender within non-ELL and 

ELL groups, gender cross non-ELL and ELL groups, and between non-ELL and ELL 

groups. 

In the preceding chapter, the analysis and presentation of data were reported in 

detail.  To the interest of the researcher, the following research questions were raised to 

examine a high-stakes test for any potential DIF items: 
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1. Is there any gender-related DIF on the 7th grade CCSS ELA items (male vs. 

female)? 

2. Is there any ELL-related DIF on the 7th grade CCSS ELA items (non-ELL vs. 

ELL)? 

3. Is there any gender-related DIF within ELL and non-ELL the 7th grade CCSS 

ELA items (male ELL vs. female ELL, and male non-ELL vs. female non-ELL)? 

4. Is there any gender-related DIF across ELL and non-ELL groups (male ELL vs. 

male non-ELL, and female ELL vs. female non-ELL)? 

5. Is there any difference between CTT and IRT DIF results?  

The current chapter presented detailed discussion of the findings in the light of the 

above research questions.  This chapter consisted of discussion of the findings, 

implications for practice, limitation of the study, and recommendations for further 

research. 

Discussion of the Findings  

DIF analysis is a key component of the process of checking the validity and 

fairness of any measurement.  In this study, DIF analysis was conducted to compare the 

performance of gender groups, gender within non-ELL and ELL groups, gender cross 

non-ELL and ELL groups, and non-ELL and ELL groups using the MH procedure and 

IRT-likelihood ratio statistics.  Gender-related DIF and different linguistic background 

were discussed in literature and results revealed similar conclusions.  The findings were 

discussed in the light of each research question. 

Research question one: Is there any gender-related DIF on the 7th grade CCSS ELA 

items (male vs. female)? 
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Based on the MH procedure, there were no DIF items in the comparison between 

males and females.  Also, IRT-likelihood ratio statistics revealed no gender-related DIF 

items.  Ryan and Bachman (1992) found no DIF between male and female when they 

examined the gender-related DIF in the Test of English as a Foreign Language (TOEFL) 

using the MH procedure.  Their results aligned with what was revealed by this study 

about the gender-related DIF.  On the other hand, gender-related DIF was found in many 

other research studies.  Aryadoust (2012), for example, found one DIF item favored male 

students when he analyzed data obtained from IELTS listening subtest using Rasch 

model as a detection method.   

Research question two: Is there any ELL-related DIF on the 7th grade CCSS ELA 

items (non-ELL vs. ELL)? 

The results obtained the MH procedure  showed no DIF between non-ELL and ELL.  

However, IRT likelihood ratio method revealed one DIF item favored the non-ELL 

students with moderate DIF level.  The item measures historical fiction under the 

literature category which may require the students to have robust background knowledge 

of the historical characters, places, and/or time period.     

Research question three: Is there any gender-related DIF within ELL and non-ELL 

the 7th grade CCSS ELA items (male ELL vs. female ELL, and male non-ELL vs. 

female non-ELL)? 

Regarding this question, the MH procedure identified only one DIF item. IRT-

likelihood ratio identified four items.  Item 15, which was the common DIF item from 

both DIF detection methods, favored the female non-ELL students on the non-ELL 

gender comparison set and favored the male non-ELL when DIF was examining between 
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male ELL and male non-ELL students.  It was designed to measure the students’ writing 

ability and how they can write a clear and coherent paragraph in which the organization, 

development, and style are appropriate to the writing task and the audience.  Item 14 was 

also classified under the same CCSS category.  It also favored female ELL students.  

However, item 2 and 3 were classified under language and word meaning standard.  They  

mainly measured the knowledge of vocabulary. 

Alavi and Bordbar (2017) found gender-related DIF in a National University 

Entrance Exam for Foreign languages.  All the students who participated in the study and 

took the test to enroll in college were ELL students.  They found 40 DIF items out of 95 

items in which some favored males and other favored females.  Therefore, the results 

were inconsistent across gender groups.  Also, they found vocabulary items favored 

female over male students, which seemed be consistent with the overall findings of this 

study. 

Research question four: is there any  gender-related DIF across ELL and non-

ELL groups (male ELL vs. male non-ELL, and female ELL vs. female non-ELL)? 

The comparison between gender cross  linguistic background groups revealed 

differences between gender when male non-ELL students were compared with their ELL 

peers.  Male non-ELL students outperformed male ELL students  on one item out of 34 

items.  On the other hand, there were no DIF items when female non-ELL students were 

compared with their ELL peers.  

Research question five: Is there any difference between CTT and IRT DIF 

results? 
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Despite the results obtained from the MH procedure and IRT-likelihood ratio were not 

consistent in the number of DIF items detected by both methods, there were relative 

agreement upon the DIF items.  Both methods detected the same item (item 15) as DIF.  

the MH procedure does not detect nonuniform DIF, which may explain this disagreement 

between both methods.  These results aligned with the claim of the superiority of IRT-

based methods on detecting DIF.  Also, the results were consistent with a study 

conducted by Acar (2012).  He compared the DIF results obtained from a CTT-based 

approach using logistic regression technique and an IRT-based approach using likelihood 

ratio.  He detected less DIF item when the logistic regression technique was applied, 

which indicated that IRT-likelihood ratio is more powerful in detecting DIF than other 

methods based on CTT.  In addition, it was clear from the figures that all the DIF items 

showed nonuniform DIF which cannot be detected by the MH procedure.  That can 

explain the disagreement between these two methods.  Another reason for the lack of 

agreement between the MH procedure and the likelihood ratio in the identification of DIF 

was because the MH procedure cannot detect uniform type of DIF.  It was observable 

from the figures that all the items response functions were crossing at a certain point at 

the ability continuum.  

 In this study, DIF analysis was conducted in six comparison sets.  Item 15 was 

detected as DIF item in two comparison sets.  It was found as DIF item when male 

students were compared cross non-ELL and ELL groups favoring male non-ELL, on the 

other hand, it was identified as DIF item when male non-ELL students were compared 

with female non-ELL students favoring female non-ELL with a moderate level of DIF in 

both comparison sets.  Item 26 was also identified as DIF item in two comparison sets.  
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Non-ELL students outperformed their ELL peers on item 26, while male ELL 

outperformed female ELL on the same item with a moderate level of DIF in both 

comparison sets.  Obviously, the comparison between non-ELL and ELL on item 26 

revealed bias against ELL group.  When the ELL group was broken down into two 

gender groups, the analysis showed that female students were the disadvantaged group.  

This result indicated that gender may have an impact on students’ performance on the 

test.          

Implications for Practice 

 The era of high-stake tests in the United States has started since the middle of the 

last century (Marzano, 2018).  Since then depending on these tests outcomes has been the 

guideline for most of the educational reforms.  Therefore, the findings of this study could 

be useful in interpreting the educational tests outcomes that affect the whole educational 

system.  There were only four DIF items detected in this study and the DIF magnitude 

was negligible in one item and moderate in the other three, which indicated that these 

items can be used in the test and may not need further examination (Zwick, 2012).  In 

DIF analysis, all DIF items should be reported regardless their magnitude.  However, in 

practice, only severe DIF items should be deleted from the test or be considered for 

further review.  Moderate DIF items may need more expert’ revision.  Negligible DIF 

items are not considered as problematic; therefore, they are kept in the test with no 

further reviewing.  These results implied that this high-stakes test outcome can be 

trustworthy. 

An important way in which this study extended the previous DIF research is by 

examining impact of gender on student LEA performance from different linguistic 
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background and the impact of gender within each language group.  The findings of this 

study have important implications on DIF research and literacy studies.  These results 

suggested that in order to achieve a valid and fair test, test developers should consider the 

content of each item and the sensitivity of each content to DIF.  The results of this study 

also provided insight into how gender differences impact ELL status.  It appeared likely 

gender played a role on how students responded to some certain items that belong to 

categories of the CCSS.  Therefore, not only students’ linguistic background should be 

taken into consideration, but also their gender when the classroom instructions are 

implemented.  From a practical point of view, practitioners and policymakers need to be 

aware of gender differences when the population is broken down to subgroups.  Also, 

data used in this study were collected from adolescent students in 7th grade which can 

contribute to the field of DIF because there are no DIF study used this particular age 

group.  

Limitation of the Study 

 Although the findings of this study were informative for test developers and 

educators, there are several limitations associated with this research study.  Zumbo 

(2007) claims that it is time for the third generation of DIF, which focuses on 

investigating the reasons beyond DIF items.  However, in this study, the researchers do 

not have full access to the test items used in the analysis.  Only item descriptions were 

provided by CCSS categories and the testing company.  Therefore, the reasons of 

manifesting potential DIF items in the test cannot be fully explained. 

Another limitation was that the level of students’ proficiency in their 1st language 

is not controlled.  The recommendations to control the first language proficiency level is 
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to test them in their native language or at least ensure that they have finished a sufficient 

level of proficiency (Abbott, 2007). 

Recommendations for Further Research 

The purpose of this study was to evaluate a high-stakes standardized test for any 

potential gender-related and linguistic background DIF items.  For this purpose, data 

were analyzed using CTT and IRT psychometric methods, then the MH procedure and 

IRT-likelihood ratio were implemented to detect DIF.  The data were only analyzed 

quantitatively.  Using mixed method data analysis may lead to a robust framework and 

better understanding to the DIF statistics.  The qualitative data analysis could be applied 

by using experts review who have enough knowledge about the test content, structure, 

and format to undertake a qualitative investigation (Aryadoust, 2012). 

Comparing parameter estimation between CTT and IRT also could be an 

extension to this research study.  A correlation study could be conducted to check the 

level of consistency between the parameter estimations under each method.  The results 

of this study are of primary importance to the test developers, educators, policy-makers, 

and researchers.  The results revealed that the gender of the ELL students can impact 

their performance in the test. 

Conclusion  

This study aimed at investigative the occurring of gender-related DIF and the 

impact of the ELL status in a high-stakes test designed to measure the CCSS categories.  

Two DIF detection methods were used, the MH procedure and the IRT-likelihood ratio 

statistics.  Based on the findings of this study; it could be concluded that there was 

gender-related DIF in the standardized test that measures the CCSS categories when the 
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responses of each gender group analyzed separately with regarding to their linguistic 

background.  In addition, the findings of this study suggested that interpretation the 

outcomes of a high-stakes standardized test based on CCSS can be relatively accurate.  

The results were satisfactory to the researchers.  Since the data used in this study were 

provided from a high-stakes test, they were supposed to be driven from a well-designed 

test.  The findings indicated the importance of considering gender-related DIF within and 

cross non-ELL and ELL students.  While gender-related DIF was not exhibited in gender 

analysis regardless their linguistic background, male and female students seemed to 

respond differently in some items when their linguistic background was taken into 

consideration.  Although there were four DIF items detected in the analysis, the results 

were very satisfactory to the researchers because high-stakes tests are designed with great 

care that only the best functioning items were used. 

The DIF items detected in the test inconsistently favored one group over the other.  

They favored males when the comparison was within the ELL group.  On the other hand, 

they favored females when the comparison was within the non-ELL group.  In general, 

the DIF analysis pointed to the conclusion that were more likely related to the content of 

the test items rather than the group memberships.  The ELL status also seemed to have 

minor impact on the examinees’ response.  Wyse and Mapuranga (2009) argued that 

native speakers do not always outperformed foreign students when their study revealed 

that students who took the PISA test in their native languages had DIF items in some 

versions of the test. 

Therefore, it could conclude that IRT has a powerful and comprehension analysis, 

which leads to more accurate insight of the analyzed data (Thissen & Steinberg, 1988).  
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In addition, the advantage of IRT invariant parameter estimations has been claimed to 

provide less measurement error than CTT (Teresi et al., 2000).  In this study, results 

obtained from IRT included more DIF items 
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